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ABSTRACT: The influence of the Atlantic multidecadal variability (AMV) on the North Atlantic storm track and eddy-driven jet in the winter season is assessed via a coordinated analysis of idealized simulations with state-of-the-art coupled models. Data used are obtained from a multimodel ensemble of AMV± experiments conducted in the framework of the Decadal Climate Prediction Project component C. These experiments are performed by nudging the surface of the Atlantic Ocean to states defined by the superimposition of observed AMV± anomalies onto the model climatology. A robust extratropical response is found in the form of a wave train extending from the Pacific to the Nordic seas. In the warm phase of the AMV compared to the cold phase, the Atlantic storm track is typically contracted and less extended poleward and the low-level jet is shifted toward the equator in the eastern Atlantic. Despite some robust features, the picture of an uncertain and model-dependent response of the Atlantic jet emerges and we demonstrate a link between model bias and the character of the jet response.
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1. Introduction

The Atlantic multidecadal variability (AMV) is a pattern of variability of the North Atlantic sea surface temperature with a period of about 60–80 years (Schlesinger and Ramankutty 1994; Kushnir 1994). The AMV has been associated with the internal variability of the climate system and linked with the multidecadal variability of the meridional overturning circulation in the North Atlantic in many previous studies (e.g., Schlesinger and Ramankutty 1994; Latif et al. 2006; Ting et al. 2009; Delworth and Mann 2000; Knight et al. 2006; Zhang 2008; Medhaug and Furevik 2011). Recent works also indicated that greenhouse gases and aerosol concentrations can play a role in shaping this variability (Otterå et al. 2010; Saenger et al. 2009; Swingedouw et al. 2013) and supported the idea of a mixed origin of the AMV, including forced and internal processes (Rottstey and Lohmann 2002; Terray 2012; Ting et al. 2014; Bellucci et al. 2017).

Characterizing the impact of the AMV on the atmospheric circulation over the midlatitude North Atlantic sector is crucial for a mechanistic understanding of the variability of the coupled atmosphere–ocean system on a multidecadal time scale (Sutton et al. 2018) and for exploiting predictability on a multiannual and decadal time scale (Simpson et al. 2019; Athanasiadis et al. 2020; Smith et al. 2020). Studies that analyzed this topic using a single coupled or uncoupled model generally concluded that the positive (negative) phase of the AMV induces the negative (positive) phase of the North Atlantic Oscillation (NAO) (Msadek and Frankignoul 2009; Msadek et al. 2011; Davini et al. 2015; Peings and Magnusdottir 2014, 2016) but raised questions regarding the robustness of details of the response and the mechanisms behind it. Some sensitivity studies based on atmospheric general circulation model (AGCM)-only simulations forced with either the tropical or the extratropical component of the AMV revealed a dominant role of the tropical component (e.g., Davini et al.)
climate models, including six that contribute to component C of DCPP. The DCPP is a coordinated multimodel effort that aims at investigating climate predictability and variability on annual, multiannual, and decadal time scales (Boer et al. 2016). Component C in particular is aimed at understanding processes and physical mechanisms behind predictive skill on the target time scale. The experimental design is presented in Boer et al. (2016) and in Ruprich-Robert et al. (2017) and is summarized hereafter.

Two sets of model experiments, namely AMV+ and AMV−, have been performed: SSTs in the North Atlantic (from 10° to 65°N) are restored to a field corresponding to one standard deviation of the AMV index above (below) the 12-month model climatology. The model is allowed to evolve freely outside this target region. An 8°-wide buffer zone is applied at the edge of the nudging area to minimize shocks and to avoid instabilities in the no-restoring region. There is no sea ice restoring and no SST restoring is performed where the sea ice fraction is greater than 15%. The SST spatial pattern and the mask used are shown in Fig. 1.

An ensemble of at least 25 members is performed for each AMV phase. Each realization is integrated over a 10-yr period, and the first 11 months of integration are discarded for the analysis. This is conceptually analogous to examining winter signal in lead years 2–9 in near-term climate predictions. Ensemble members are obtained with macroperturbations (Hawkins et al. 2016), that is taking different ocean states from the DECK preindustrial control (Eyring et al. 2016) as initial conditions. All the external forcings are set to their preindustrial values (1850) with the exception of EC-Earth3P, which uses 1950 values. The main features of the seven models used in this study, including model characteristics, ensemble size, and forcing, are summarized in Table 1. The analysis is based on a total of 4340 years of simulations (2170 for each AMV phase). Due to limited data availability, data from the HadGEM3 model are not used in Figs. 8 and 9d.

Daily data of zonal wind at 850 hPa and geopotential height at 500 hPa from ERA-Interim (Dee et al. 2011) on a 1° × 1° regular longitude–latitude grid for the reference period 1979–2017 are used in two figures (Figs. 10 and 11).

b. Definition of the AMV index

The AMV index is defined as the internal component of the observed decadal variability of a basinwide average SST. It has been computed as the difference between the annual mean of the global SST and a forced component that includes natural (solar radiation and volcanoes activity) and anthropogenic [aerosol and greenhouse gas (GHG)] radiative forcing (Ting et al. 2009). The forced component is defined as the first principal component (PC1) associated with the first signal-to-noise-maximizing empirical orthogonal function of the global, annual mean SST obtained from the CMIP5 historical runs (for the 1870–2005 period) and representative concentration pathway 8.5 simulations (RCP8.5, for the 2006–13 period). The regression of SST onto PC1 is then used to estimate the spatial pattern of the forced component using the Extended Reconstructed Sea Surface Temperature (ERSST) dataset, version 4 (Huang et al. 2015) or 3 (Smith et al. 2008, used by the
The internal component of the historical, global SST (hereafter SST_{int}) is estimated by subtracting the forced component (PC1 × EOF) from the observed SST. The AMV index is then computed as a low-pass-filtered (Butterworth filter with 10-yr cutoff period) time series of SST_{int} averaged over the North Atlantic (75°W–7.5°E, 0°–60°N). The AMV spatial pattern is defined by regressing the global SST_{int} on the AMV index for the subperiod 1900–2013. The definition of the index is a crucial step in the methodology adopted in the DCPP-C framework and arguably choices made may impact the atmospheric response in model experiments. The reader is referred to the works of Ting et al. (2009) and Boer et al. (2016) for a discussion of adopted and alternative definitions.

c. Methods of analysis

The analysis is mostly based on the difference between the ensemble means in the two AMV± runs. Therefore, only a linear component of the response is examined. This approach is common to previous studies (e.g., Peings and Magnusdottir 2016; Davini et al. 2015; Ruprich-Robert et al. 2017; Castruccio et al. 2019; Kwon et al. 2020). Nonetheless, it is noted that an assessment of nonlinearities in the response could enrich the methodology. Two separate components of the Rossby wave source have been analyzed, namely the vortex stretching term (−z \nabla \cdot v) and the vorticity advection term (−v \nabla \cdot \zeta). To compute transient eddy quantities, FFT is applied to daily data retaining only frequencies corresponding to periods between 2 and 9 days. Filtered fields are indicated with a prime (′), e.g., v′, is the bandpass-filtered meridional wind. The low-level transient eddy (v′T) is used as a proxy of low-level eddy kinetic energy and of the baroclinic energy conversion.

![Fig. 1. (a) Sea surface temperature anomaly (K) imposed in the DCPP-C experiments. (b) Mask applied for the restoring of sea surface temperature. Note the buffer zone at the northern and southern boundaries.](image-url)
to kinetic energy of the mean flow. A jet latitude index (JLI) is defined following the rationale of Woollings et al. (2010): daily fields of zonal wind at 850 hPa are averaged zonally in the sector 0°–30°W. The field is then low-pass-filtered with a 10-day running mean. Then, the jet latitude is defined by locating the maximum wind between 15°N and 75°N. A smooth distribution is obtained by a kernel density estimation based on Gaussian smoothing with a bandwidth parameter defined following the Silverman’s rule (Silverman 1981). Note that Woollings et al. (2010) use the domain 0°–60°W. We choose to limit the computation of the index to smaller domain to emphasize the variability in the downstream region. This is motivated by the fact that model bias is typically stronger in this part of the Euro-Atlantic sector.

To compute multimodel means, fields from individual models are first regridded onto a 1° × 1° regular (a N80 grid for streamfunction and velocity potential), global, longitude–latitude grid using bilinear interpolation. Multimodel means are computed by averaging the individual model ensemble means weighted with the respective ensemble size. Statistical significance is assessed using an unpaired Student’s t test. The number of degrees of freedom is taken to be equal to the size of the ensemble minus 1. A false discovery rate (with a threshold of 5%) is applied to account for multiplicity (Wilks 2006) in some figures (see Figs. 2, 3, 6, and 8).

3. Results

a. Large-scale atmospheric response in the Northern Hemisphere

The atmospheric response to the AMV is defined hereafter as the difference of the ensemble mean in AMV+ and AMV− in the winter season (DJF). The magnitude of the wintertime extratropical atmospheric circulation response to AMV in the DCPP ensemble is modest: the geopotential height anomalies at 500 hPa (Z500, shading of Fig. 2) are typically smaller than 30 m and organized in a wave train that peaks in the northeast Pacific. The zonally asymmetric field (Z500*, displayed with green contours in Fig. 2) highlights changes in the stationary wave pattern and is therefore useful to discuss the dynamical response of the atmosphere. All models show a substantial weakening of the Aleutian low and a smaller low over North America, analogous to the La Niña–like response that is described also in previous studies (e.g., Msadek and Frankignoul 2009; Msadek et al. 2011; Peings and Magnusdottir 2014, 2016; Davini et al. 2015; Ruprich-Robert et al. 2017). The slightly different pattern in EC-Earth3P and CNRM-CM6 in the Pacific is consistent with a different tropical response (Fig. 3). In the Atlantic, it can be noticed that models agree on the sign of the response over the Nordic seas and feature a high-latitude, blocking-like anomaly in this region. For most models (5 out of 7) this response broadly projects onto the negative phase of the NAO, remarkably IPSL-CM6 shows a neutral to positive NAO signal. Less agreement is found over the central Atlantic and Europe. There is no evidence of a robust response over the
Eurasian continent, with minor exceptions of small areas over Europe. Common features of the circulation response described above can be seen in the multimodel mean.

The adjustment of the flow in the midlatitudes of the Northern Hemisphere is found in association with a rearrangement of the tropical circulation. The latter is demonstrated by the response of the upper-level streamfunction and velocity potential shown in Fig. 3 (note that with the adopted convention a positive streamfunction indicates a clockwise rotation and a positive potential indicates convergence). All models exhibit a modulation of the Walker circulation, with reduced vertical motion in the tropical Pacific. Some models (CNRM-CM5, CNRM-CM6, IPSL-CM6, and EC-Earth3P-3P) place the maximum anomalous upper-level divergence in the Atlantic Ocean and Africa, while others (HadGEM3, CMCC-CM2, and CESM1) have it over the Maritime Continent. Note the anticyclonic flow over the subtropical Atlantic in the Northern Hemisphere, consistent with a Gill-type response as found in previous studies (e.g., Msadek et al. 2011; Davini et al. 2015; Peings and Magnusdottir 2016) and the cyclonic flow in the northern tropical Pacific.

The multimodel ensemble mean response of the atmospheric circulation in the extratropics reveals a large degree of intermodel consensus (Fig. 4). Looking at the Pacific and North America, models agree in the position and extent of the anomalies; the fact that all models have the same sign for the positive and the negative lobes implies a rather strong constraint on the anomalous circulation in the western Pacific. The agreement in the subtropical region, despite being poorly informative of the associated wind change, is complemented by the picture given by Figs. 2 and 3. Looking at the zonally asymmetric response of the atmosphere (Z500 in Fig. 4b) it can be seen that all models simulate the wave train from the Pacific to the Nordic seas. The negative signal that emerges in the Atlantic and Mediterranean is instead less robust, with model-to-model consistency in the sign of the anomalies limited to small-scale areas. Figure 4c shows that over the North Atlantic, the multimodel mean of Z500 has a clear signal only over the Nordic seas and Greenland. The mismatch in the geographical position of the ridge in the Nordic seas and the lack of agreement at lower latitudes suggest a weak and uncertain constraint in regional changes of the Atlantic jet.

b. The tropical pathway

As noted in the introduction, a number of recent studies identified an impact of the AMV on the tropical and extratropical Pacific. The wave-activity flux (Fig. 5a) reveals a wave
train propagating from the subtropical Pacific into the mid-latitudes. The wave-activity flux (WAF) can be associated with a modulation of the Rossby wave source explained by a modified vortex stretching term, in turn explained by a pattern of anomalous divergence/convergence of the wind (Figs. 5b,c). Note in particular the convergence in the tropical Pacific, the divergence in a tilted band of negative Rossby wave source anomaly and the structure with opposite polarity farther downstream (Fig. 5c). There is a close resemblance between the configuration found in Figs. 4 and 5 and the corresponding patterns that are observed in some La Niña events. For instance, an interesting comparison with eastern Pacific La Niña events described by Feng et al. (2017, see Figs. 5 and 6) suggests that indeed the ridge in the Nordic seas can be explained at least partly by an influence from the Pacific. A direct influence from the tropical Atlantic to the Atlantic eddy-driven jet does not emerge from the wave-activity flux, but the modifications of the upper troposphere in the equatorial Atlantic sector are arguably the primary driver of the wave train that is excited through a “Pacific bridge.” Indeed, the Pacific wave train can be explained by a modification of the Walker circulation induced by SST changes in the tropical Atlantic. The signature of the Pacific bridge is rather robust and consistent in all models (not shown but see also Fig. 9). Nonetheless the lack of a signal of the $y$ component of the WAF in the Nordic seas is noticeable.

c. The response of the North Atlantic jet and storm track

Figure 6 focuses on the eddy-driven jet in the North Atlantic, here diagnosed via the zonal wind at 850 hPa. A dipolar pattern compatible with a meridional jet shift and a change in the tilt of the jet is found in all cases. The order of magnitude of the signal is about $0.4 \text{ m s}^{-1}$, which is generally found to be statistically significant at the 5% confidence level at least in some parts of the domain, but in other cases is not clearly distinguishable from noise. Five models out of seven show an equatorward shift of the jet in the Euro-Atlantic sector, consistent with a NAO+ response. Although the equatorward shift identifies a common, dominant response, in CMCC-CM2, CESM1 (sharing the CAM atmospheric model) and HadGEM3 the shift of the jet is found downstream in the eastern part of the sector (also over Europe). Instead, CNRM-CM6 and EC-Earth3P
exhibit a maximum response upstream, over the central North Atlantic. The shape of the signal in these two models suggests a pronounced reduction of the tilt of the Atlantic jet. In contrast, two models exhibit a poleward shift. In particular, IPSL-CM6 shows a strong annular signature of a poleward shift of the jet at all longitudes (not shown, see also Fig. 2). If zonally averaged over the Euro-Atlantic domain, this pattern is the opposite of what is found in the cluster of 5 models described above. A much weaker and zonally confined response is found for the CNRM-CM5, where the negative branch is aligned with the climatological jet, but overall, the jet is shifted poleward. If the signal in Fig. 6 is analyzed considering a natural coordinate following the core of the climatological jet, it can be concluded that in most of the models (5 out of 7) the response of the eddy-driven jet consists in a reduction of the tilt downstream in the jet exit region, corresponding to a zonally confined equatorward shift.

It follows from this analysis that the multimodel mean (Fig. 7a) is not representative of the behavior of individual models and that models disagree on the sign and magnitude of the response of the eddy-driven jet to the AMV. On the other hand, if only models with equatorward shift are used (subset 5 in Fig. 7), then, not surprisingly, agreement is found in representing the equatorward shift. The two remaining models (subset 2) show the poleward displacement of the tail of the jet.

Figure 7 gives at least two noticeable findings. 1) Models form two clusters with consistent NAO-like response: one with NAO− (subset 5) and one with neutral/positive NAO (subset 2). 2) Models in subset 5 show on average a more tilted and poleward displaced jet in their exit region compared to model from subset 2. A similar result is found for the storm-track response (Fig. 8, results for individual models are shown in Figs. S1 and S2 in the online supplemental material).

The transient eddy meridional heat flux (hereafter heat flux) is shown in the top row of Fig. 8. The climatological heat flux quantifies the strength of the storm track in the seven models. The main midlatitude band (contours) outlines a region of intense heat flux and energy transfer from the mean flow to the eddies. The response of the flux to AMV can be understood considering its close relationship with local baroclinicity and with the meridional temperature gradient, which is modified by warming/cooling of the subpolar gyre prescribed in the experimental setup. Its change due to the AMV forcing is also a manifestation of large-scale shifts in the propagation of storms that go hand in hand with the changes in the waveguide of the jet (e.g., Ruggieri et al. 2020). The upstream region close to the climatological maximum, where the jet is less variable and baroclinicity is stronger, is therefore indicative of changes of the flux that are likely explained by changes of the meridional temperature gradient induced by the SST restoring. Models with the equatorward shift of the jet feature a negative heat flux anomaly in the subpolar gyre (Fig. 8b). This signal implies a less favorable environment for the development of extratropical storms during AMV compared to AMV−. It cannot be easily disentangled from a component induced by the jet shift, but it is coincident with an area where the temperature gradient is modulated by the AMV forcing. Notably, the two models showing the northward shift of the jet are associated with climatological maximum heat flux over the Tail of the Grand Banks (Fig. 8c) where the AMV SST anomalies (Fig. 1) reinforce the meridional SST gradient. The 5 models rather show maximum heat flux over the center of the subpolar gyre (Fig. 8b), where the AMV SST anomalies weaken the meridional SST gradient.

Synoptic eddies feed on the potential energy of the mean flow that is available along strong meridional temperature gradients and give energy back to the mean flow through eddy fluxes of horizontal momentum downstream, over the eastern North Atlantic and Europe. This stage of the energy conversion can be diagnosed via the $E \cdot D$ term introduced in section 2. Positive values of $E \cdot D$, hereafter referred to as eddy feedback, indicate a conversion of kinetic energy from the mean flow to the eddies (Mak and Cai 1989) and vice versa. Looking at the climatology of the eddy feedback, displayed by contours in Figs. 8d, 8e, and 8f, the main negative branch...
extending from the western North Atlantic up to the British Isles and central Europe is thus characterized by a transfer of kinetic energy from the eddies to the mean flow. Far from regions of baroclinic development and eddy growth, for example, over the eastern North Atlantic and Europe, this term is effectively representative of the total energy transfer between eddy and mean flow. Hence this “negative” region can be associated with a stage of eddy decay that acts to sustain an eddy-driven jet. When looking at the response, we see that models with the NAO response show an anomalous eddy feedback downstream in high-latitude regions (Nordic seas, Greenland, and northern Europe). The associated anomalous meridional momentum flux convergence (displayed by green contours in Fig. 8; see, in particular, Fig. 8e) where positive values imply a positive tendency on the zonal wind) shows that the eddy feedback acts to reinforce the anomalous wind pattern over Europe (Fig. 7b). In agreement with the heat flux response, these findings reveal the picture of a storm track that is more zonally contracted and less tilted in response to the AMV+ forcing. In models without the NAO response, the anomalous eddy feedback in the Nordic seas is absent.

d. A role for the atmospheric mean state

Figure 9 summarizes some key features of the response that have been discussed in previous sections, namely, the eddy-driven jet response (Fig. 9a), the deep tropical response separated into an Atlantic (Fig. 9b) and Pacific (Fig. 9c) component, and the synoptic eddies response (Fig. 9d) measured with the eddy feedback in the Nordic seas. This figure highlights that the dynamical atmospheric response in the tropics is found in all models, although with different magnitude. More specifically the missing NAO response is not associated with a missing tropical response, whereas it comes with a missing eddy response. There is no clear association between the magnitude of the jet response and the magnitude of the eddy response, but typically models with a larger amplitude of the wind response also show a larger eddy feedback. A reasonable hypothesis is that differences discussed above are explained by similar mechanisms acting on a different mean state and variability. We have compared the two principal modes of variability of the geopotential height at 500 hPa in the North Atlantic (Fig. 10). They are, respectively, the NAO and the eastern Atlantic (EA) pattern. The center of action is here defined as the point with the minimum (most negative) value of the EOF loading. While model bias is in some cases large and confirmed by visual inspection of the individual EOF pattern, a relationship with the sign of the response to AMV does not emerge. The PDF in the NAO–EA space is shown in Fig. 10c. This result indicates a modulation of the probability of having certain combinations of the NAO–EA. The difference is stronger for the negative EA and shows a preferred positive NAO-negative EA for models with the NAO response. The relationship between the eddy-driven jet and NAO–EA space is detailed in Woollings et al. (2010) and this particular combination of the sign of the two EOFs is associated with the northern regime of the JLI.

The indications given by the NAO–EA space are indeed confirmed by the analysis of the JLI (Fig. 11a). Only two models (EC-Earth3P and CNRM-CM6) have three distinct peaks in the JLI distribution that are located approximately in the same positions as the observed peaks. Two models (CMCC-CM2 and CESM1) have three peaks, but the latitudes of the southern and central peaks do not correspond to the observed ones. The shoulder between 32.5° and 42.5°N is also noticeable. CNRM-CM5 and IPSL-CM6 do not have a distinct northern peak of the jet and underestimate the occurrence of a poleward displaced jet. The JLI for the HadGEM3 model has been computed with monthly mean data of the wind. This is arguably a major difference, but a comparison with Williams et al. (2018) is reassuring. The five models that show a clear equatorward shift of the jet in response to AMV+ (in Fig. 6) also feature a reduced probability of having the jet north of
50°N in the AMV+ compared to the AMV− (not shown). It is remarkable that all models that have a distinct northern peak of the eddy-driven jet show a negative NAO response to the AMV+1, whereas those that substantially underestimate the frequency of the northern peak do not show the NAO response. The magnitude of the response in the band of robust easterly anomaly is found to be dependent on the fraction of days the system spends in the northern jet regime (defined as poleward of 50°N, see Fig. 11a). The response implied by CNRM-CM5 is compatible with this relationship as a marginal case with near zero response.

The implications of this result for the modeled climatic impact of the AMV are exemplified in Fig. 12. The multimodel mean (Fig. 12a) shows little agreement over land and a small consistent signature over the western Mediterranean, North Africa, and the Middle East. The regression of the temperature response on the jet response (Fig. 12b) shows a pattern that is known to be associated with the NAO (see, e.g., Bladé et al. 2012, their Fig. 5). The temperature response over land in regions affected by the NAO variability scales at the rate of about 1 K per 1 m s⁻¹. This result indicates a modulation of the temperature response in the eastern Mediterranean of about 0.3 K, which is in agreement with results of Ruprich-Robert et al. (2017), see their Fig. 4) and that can determine the emergence of a clearly distinguishable signal. It is plausible to speculate similar impacts on precipitation and other variables affected by the NAO. Identifying and exploiting predictable signals over land has been and arguably still is a major challenge of near-term climate predictions (see, e.g., Doblas-Reyes et al. 2013; Goddard et al. 2013, their Fig. 5). The relationship in Fig. 11b predicts a modulation of the temperature signal over land of a few tenths of a degree by means of a state-dependent circulation response to the AMV. While no direct implications for predictions can be drawn without caution, these numbers can be relevant for operational purposes.

4. Concluding remarks

All models used in this study produce a similar hemispheric-scale response of the atmosphere that can be summarized in a quasi-wavenumber-3 wave train extending from the Pacific to the Nordic seas (Figs. 2 and 4) and a rearrangement of the Walker circulation (Fig. 3) with La Niña-like conditions. Despite similar responses in the tropics and in the extratropical Pacific, models disagree on the eddy-driven jet response in the North Atlantic. The simulations identify a predominant behavior that is compatible with a negative NAO in response to AMV+ but comes with a relatively large uncertainty and with one outlier (Fig. 11).

A nonnegligible role for the storm-track response emerges and it is compatible with the mechanism proposed by Kwon et al. (2020) who suggest that the observed modulation of the temperature gradient by the AMV in the extratropical North Atlantic leads to reduced eddy activity. The eddy feedback on the mean flow can induce the equatorward shift of eddy-driven jet. Emphasis on extratropical mechanisms has been proposed by previous studies and has been associated with the reduced temperature gradient in the subpolar gyre (e.g., Peings and Magnusdottir 2016; Ruprich-Robert et al. 2017). The response of the eddy heat flux, which is a modulation of its intensity more than a latitudinal shift, suggests a potential association...
with the variability described by Woollings et al. (2015), who find a similar behavior of the heat flux in connection with the variability of the jet on multidecadal time scales. Notably, we find that models with equatorward shift of the jet also feature the storm-track response described above, but the causality of the relationship is not straightforward. It is likely that the NAO—response is driven by the combined tropical and extratropical pathways discussed previously.

![Graphs and diagrams showing various climate patterns and responses.](image)

**Fig. 9.** (a) Zonal wind at 850 hPa averaged in the North Atlantic and Europe (50°–70°N, 60°W–30°E). (b) Zonal wind at 200 hPa (250 hPa for EC-Earth3P) averaged in the tropical and subtropical North Atlantic (5°–30°N, 80°W–0°). (c) Zonal wind at 200 hPa (250 hPa for EC-Earth3P) averaged in subtropical Pacific (15°–45°N, 180°–130°W). (d) Eddy feedback (E-D) response in the Nordic seas (45°–75°N, 30°W–30°E).

**Fig. 10.** Empirical orthogonal function in ERA-Interim (contours) and center of actions of models (dots) for (a) the NAO and (b) the EA. (c) PDF of NAO and EA principal components for the seven models (gray contours) and difference between the subset of five models with NAO—response and the two with neutral/positive NAO response (black contours).
Discrepancies of the jet and storm-track response suggest a potential association with the atmospheric mean state that is demonstrated by the relationship found in Fig. 11. This relationship is consistent with the findings of Ruggieri et al. (2019), who found, in a very idealized environment, a clear association between magnitude of the eddies and wind response. The mean-state-response relationship found here resembles qualitatively also the one described by Smith et al. (2017) for the atmospheric response to sea ice changes. The feedback from synoptic eddies is important to shape the mean state of the jet and its variability (e.g., Hoskins et al. 1983). The northern regime of the JLI, that is found here to be related to the NAO response to AMV, is linked with the combination of strong eddy heat flux events (Novak et al. 2015). Models with the missing NAO response also have a weaker heat flux, a less tilted jet and a reduced frequency of the northern jet. It is plausible therefore that models that underestimate the intensity of the heat flux also underestimate its sensitivity to changes of the AMV phase, with a consequence for the jet response.

With the above considerations and perhaps a good dose of speculation, the idea that the Nordic seas ridge is explained also by the response of the storm track to a modified temperature gradient and the conjecture of the mean-state dependence support each other. It is plausible, although not demonstrated by presented results, that the dependence of the response to the latitude of jet implies a nonlinearity of the response with respect to the intensity and sign of the SST pattern.

A displacement of the jet or more generally a modification of the Atlantic jet can be viewed as the mediator of a dynamical response of temperature (Qasmi et al. 2019) and precipitation (Simpson et al. 2019) over land. The picture given by Fig. 12 (a) Multimodel mean of the 2-m temperature response (K). Hatched areas cover regions where not all models have the same sign of the response. (b) Regression of 2-m temperature response on the jet response defined as in Fig. 11b. Values displayed correspond to a change of 0.1 m s$^{-1}$ of the index used in the y axis of Fig. 11b. Data for the IPSL-CM6 have not been used in this figure as this is an outlier of the relationship in Fig. 11b.
suggests that reducing or accounting for model biases affecting the Atlantic jet will be key to deliver robust predictions of the impacts of the AMV. It also foreshadows an intrinsic uncertainty in the impact of AMV on continental Europe due to large and unpredictable atmospheric noise. The opportunity for a rather robust and consistent dynamical response in western Europe (Fig. 12b) prompts an exploitable predictability in line with the picture given by Simpson et al. (2019). Similarly, the relatively strong and robust warming in the Mediterranean, North Africa, and the Middle East is noticeable.

In summary, we find a robust large-scale extratropical response that consists in a wave train with a weakened Aleutian low and a ridge in the Nordic seas. Compared to previous analyses, in this study we take advantage of a novel protocol-driven experimental setup, explicitly designed to assess the response of the global climate system to the AMV mode, in a multimodel context. Previous analyses of the same mechanism were conducted using single-model or less idealized frameworks. The multimodel approach used in this study allows a robust characterization of the model uncertainty. The idealized character of the experimental setting allows a rather clear causal attribution of the impact of AMV on the North Atlantic jet. Results of this study ultimately depend upon the specific choices made in defining the AMV pattern, detailed in the DCPP technical note (available at https://www.wcrp-climate.org/experimental-protocol). In view of the presented results it is argued that the equatorward shift of the jet in response to the positive phase of the AMV is explained by the combination of the atmospheric response to both tropical and extratropical SSTs and associated pathways, as neither of these two mechanisms is found to be ultimately negligible. Most models indicate a negative NAO-like response over the North Atlantic but with a relatively large uncertainty in magnitude and longitudinal position of the maximum response. This uncertainty can be linked to model biases in the position of the North Atlantic eddy-driven jet highlighting the importance of the mean state for the model response.
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