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Abstract. Quantitative reconstructions of past climates are an important resource for 19 
evaluating how well climate models reproduce climate changes. One widely used statistical 20 
approach for making such reconstructions from fossil biotic assemblages is weighted 21 
averaging partial least squares regression (WA-PLS). There is however a known tendency for 22 
WA-PLS to yield reconstructions compressed towards the centre of the climate range used 23 
for calibration, potentially biasing the reconstructed past climates. We present an 24 
improvement of WA-PLS by assuming that: (a) the theoretical abundance of each taxon is 25 
unimodal with respect to the climate variable considered; (b) observed taxon abundances 26 
follow a multinomial distribution in which the total abundance of a sample is climatically 27 
uninformative; and (c) the estimate of the climate value at a given site and time makes the 28 
observation most probable, i.e. it maximizes the log-likelihood function. This climate 29 
estimate is approximated by weighting taxon abundances in WA-PLS by the inverse square 30 
of their climate tolerances. We further improve the approach by considering the frequency 31 
(fx) of the climate variable in the training data set. TWA-PLS with fx correction greatly 32 
reduces the compression bias, compared to WA-PLS, and improves model performance in 33 
reconstructions based on an extensive modern pollen data set.  34 

 35 

Keywords: climate reconstruction, palaeoclimate, WA-PLS, bias reduction, model calibration, 36 
pollen data  37 



 

 

1 Background 38 

Past climate states allow tests of the models that are used to project climate responses to 39 
changes in atmospheric composition and land-use [1–4]. Direct measurements of climate only 40 
extend back to the 17th century [5] and in many regions are not available before the 20th 41 
century [6]. Reconstructions for earlier, and more different, palaeoclimate states have to be 42 
inferred from indicators that respond to climate. Most reconstructions of terrestrial 43 
palaeoclimates are based on biotic assemblages, including pollen, chironomids and diatoms 44 
preserved in sedimentary archives. The relationships between taxon abundances in these 45 
assemblages and a specific climate variable is derived using modern climate data and modern 46 
assemblages as a training data set. The inferred relationship is then used to reconstruct past 47 
climate from fossil assemblage data, assuming that the environmental space occupied by 48 
different taxa has remained the same through time.  49 

Many different methods are used to obtain this indicator-climate relationship. Weighted 50 
averaging partial least squares regression (WA-PLS) [7,8] is one of the most widely used 51 
methods and has been applied to biotic indicators including pollen [9,10], chironomids 52 
[11,12]  and diatoms [13,14]. However, one feature common to many WA-PLS 53 
reconstructions is that values reconstructed from the training data set tend to be higher than 54 
observed values at the low end, and lower at the high end, of the climate range. This artificial 55 
"compression" towards the central part of the range occurs whatever biotic indicator is being 56 
used [9–11,13,15,16]. Compression could result in the amplitude of climate changes being 57 
underestimated. 58 

In this paper, we motivate an improved version of WA-PLS making use of information about 59 
the climatic tolerances of taxa, which vary considerably – taxa with narrow climatic ranges 60 
having greater indicator value than taxa with wide climatic ranges. Whereas tolerance down-61 
weighting has been applied in simple two-way WA [17–20], it has not been used in WA-PLS 62 
and there has been no demonstration of its value for alleviating the compression issue.  63 
Climate values that occur frequently in the training data set might also cause bias, so we 64 
further improve the model by taking the frequency of climate values into account. Using a 65 
large modern pollen data set from Europe, the Middle East and northern Eurasia, we show 66 
that the new method reduces the compression bias, decreases root mean squared error of 67 
prediction (RMSEP) and increases R2. Using two Holocene pollen records from the Iberian 68 
peninsula as examples, we show that the new method can sometimes produce significantly 69 
different results from the standard WA-PLS, which may possibly explain some known 70 
discrepancies between existing palaeo-reconstructions and model-simulated climates [21]. 71 

 72 

2 Methods 73 

2.1 Theoretical basis 74 
In counting pollen, the analyst determines how many pollen are counted and assigned to a 75 
taxon. In consequence, pollen data are compositional data, and the sample total does not 76 
convey information of interest. Counts are often transformed to percentages so that the 77 
sample total is 100, but the original counts can also be used if they sum to equal sample 78 
totals. In other words, counts are transformed to the proportions to the total counts at a site. 79 
The true abundances are not known; only the proportions can be observed.  80 

Our approach as developed here is based on three assumptions:  81 



 

 

(a) The theoretical abundance of each taxon follows a Gaussian (unimodal) curve with 82 
respect to each climate variable considered [17,22] as shown in Equation (1). 83 

𝑝𝑖𝑘
∗ = 𝑒

𝑎𝑘−
(𝑥𝑖−𝑢𝑘)2

2𝑡𝑘
2

(1) 84 

 85 

where 𝑝𝑖𝑘
∗  is the theoretical abundance of the kth taxon at the ith site, ak is the log-value 86 

of the theoretical maximum abundance of the kth taxon, xi is the value of the climate 87 
variable at the ith site, uk is the optimum (the ideal climate value) of the kth taxon, and tk 88 
is the tolerance (a measure of the breadth of the climatic distribution) of the kth taxon. 89 

 90 

(b) The observed abundances of taxa (yi1, yi2, …,  yik , …, yim) follow a multinomial 91 
distribution (Equation (2)) [23], in which the total abundance of a sample is 92 
climatically uninformative, with likelihood 93 

𝑓 =
∑ 𝑦𝑖𝑘

𝑚
𝑘=1

∏ 𝑦𝑖𝑘!𝑚
𝑘=1

∏ 𝑝𝑖𝑘
𝑦𝑖𝑘

𝑚

𝑘=1

(2) 94 

 95 
where f is the probability function of the multinomial distribution, yik is the observed 96 
abundance of the kth taxon at the ith site, m is the total number of taxa, and pik indicates 97 
the probability of observation yik, which is equal to the proportion of the theoretical 98 
abundance of the kth taxon to the theoretical abundance of all taxa at the ith site. pik can 99 
be expressed by Equation (3): 100 

𝑝𝑖𝑘 =
𝑝𝑖𝑘

∗

∑ 𝑝𝑖𝑘′
∗𝑚

𝑘′=1

(3) 101 

 102 
(c) The estimate of the climate value at a given site and time makes the observation most 103 

probable, i.e. it maximizes the log-likelihood function. Combining Equation (2) and 104 
(3), the log-likelihood at the ith site  [24,25] can be expressed as: 105 

𝑙 = log 𝑓 = 𝑙𝑜𝑔 ∑ 𝑦𝑖𝑘

𝑚

𝑘=1

− ∑ log 𝑦𝑖𝑘!

𝑚

𝑘=1

+ ∑ 𝑦𝑖𝑘

𝑚

𝑘=1

𝑙𝑜𝑔𝑝𝑖𝑘
∗ − ∑ 𝑦𝑖𝑘

𝑚

𝑘=1

𝑙𝑜𝑔 ∑ 𝑝𝑖𝑘′
∗

𝑚

𝑘′=1
(4) 106 

 107 

The last term in Equation (4) is ignored for simplicity of derivation, a strategy supported by 108 
previous research [17,26] and in the Supplementary Material 1, so that: 109 

𝑙 ≈ 𝑙𝑜𝑔 ∑ 𝑦𝑖𝑘

𝑚

𝑘=1

− ∑ log 𝑦𝑖𝑘!

𝑚

𝑘=1

+ ∑ 𝑦𝑖𝑘

𝑚

𝑘=1

𝑙𝑜𝑔𝑝𝑖𝑘
∗ (5) 110 

 111 

According to assumption (a), 𝑝𝑖𝑘
∗  can be replaced by a function of xi, so the log-likelihood 112 

function can be written as: 113 

𝑙 ≈ 𝑙𝑜𝑔 ∑ 𝑦𝑖𝑘

𝑚

𝑘=1

− ∑ log 𝑦𝑖𝑘!

𝑚

𝑘=1

+ ∑ 𝑦𝑖𝑘

𝑚

𝑘=1

(𝑎𝑘 −
(𝑥𝑖 − 𝑢𝑘)2

2𝑡𝑘
2 ) (6) 114 

The derivative of the log-likelihood function to xi is then given by: 115 



 

 

𝜕 𝑙

𝜕 𝑥𝑖
≈ − ∑

𝑦𝑖𝑘

𝑡𝑘
2

𝑚

𝑘=1

(𝑥𝑖 − 𝑢𝑘) (7) 116 

The estimate of the climate value at the ith site �̂�𝑖 is obtained by setting Equation (7) to zero 117 
[24,25]. The solution is 118 

�̂�𝑖 =

∑
𝑦𝑖𝑘𝑢𝑘

𝑡𝑘
2

𝑚
𝑘=1

∑
𝑦𝑖𝑘

𝑡𝑘
2

𝑚
𝑘=1

(8) 119 

which is thus the approximate maximiser of equation (4). Here, yik/tk
2 provides a weighting 120 

for uk to provide a weighted average. This equation results in taxa with a more limited climate 121 

range being given more weight, which can be incorporated into the WAPLS and predict 122 

functions in the R package rioja [27] (Table 1).We have developed a package to do this, 123 
please see Supplementary Material 2 for a brief description of this package. 124 

 125 

The estimated optimum (�̂�𝑘) and unbiased tolerance (�̂�𝑘) [28] of each taxon used in Equation 126 
(8) are calculated from the modern training data set [22] as follows: 127 

�̂�𝑘 =
∑ 𝑦𝑖𝑘𝑥𝑖

𝑛
𝑖=1

∑ 𝑦𝑖𝑘
𝑛
𝑖=1

(9) 128 

�̂�𝑘 = √
∑ 𝑦𝑖𝑘(𝑥𝑖 − �̂�𝑘)2𝑛

𝑖=1

(1 − 1/𝑁2𝑘) ∑ 𝑦𝑖𝑘
𝑛
𝑖=1  

(10) 129 

where 130 

𝑁2𝑘 =
1

∑ (
𝑦𝑖𝑘

∑ 𝑦𝑖′𝑘
𝑛
𝑖′=1

)
2

𝑛
𝑖=1

(11)
 131 

 132 

where n is the total number of sites; yik is the observed abundance of the kth taxon at the ith 133 
site; xi is the observed climate value at the ith site; N2k is the effective number of occurrences 134 
for the kth taxon [28]. For binary abundance data, Equation (10) is precisely the sample 135 
(instead of: population) standard deviation. 136 

 137 

Tolerance should be included in WA-PLS, as shown in Equation (8), thus the new approach 138 
can be called tolerance-weighted WA-PLS (TWA-PLS). The regression part of WA-PLS can 139 
also be improved. In the WA-PLS paper [8], step 7 is to regress the environmental variable xi 140 

on the components obtained so far using weights 
∑ 𝑦𝑖𝑘

𝑚
𝑘=1

∑ (∑ 𝑦𝑖𝑘
𝑚
𝑘=1 )𝑛

𝑖=1
  (= constant 1/n) in the 141 

regression and take the fitted values as current estimates. This means that sites are given 142 
equal weights. However, modern pollen sites are often not sampled evenly, so their 143 
corresponding modern climate values do not follow a uniform distribution (Figure 4h-j). 144 
Frequent climate values might bias the regression and thus the current estimates using the 145 
components obtained so far. Therefore, the frequencies of the climate values at the modern 146 



 

 

sampling sites, fx, should also be taken into account. Because weighted averages are taken 147 
twice (the first time is to use weighted averaging of the climate values to calculate optima and 148 
tolerances of taxa, the second time is to use weighted averaging of optima and tolerances to 149 
estimate the climate values) [8], frequent values bias the calculation twice. Therefore, 1/fx2 150 
should be used as weights in the regression, to reduce the bias brought by frequent climate 151 
values. Algorithms for WA-PLS and TWA-PLS, with and without fx correction, are shown in 152 
Table 1. The orthogonalization and standardization procedures are the same as the ones used 153 
in WA-PLS [29]. We use robust fitting of linear models (rlm) [30] in the regression step 154 

(Step 7 in Table 1) whereas WA-PLS in rioja uses least-squares fitting (lm); the difference 155 
in fit was found very minor for the data in this paper and we report results using rlm only. 156 

 157 

The standard error of �̂�𝑖 can be obtained from the second derivative of the log-likelihood 158 
function, which can be calculated from Equation (7). 159 

𝜕2𝑙

𝜕𝑥𝑖
2

≈ − ∑
𝑦𝑖𝑘

𝑡𝑘
2

𝑚

𝑘=1

(12) 160 

The Fisher information [24,25] is  161 

𝐼(�̂�𝑖) = −𝐸 (
𝜕2𝑙

𝜕𝑥𝑖
2

) ≈ ∑
𝑦𝑖𝑘

𝑡𝑘
2

𝑚

𝑘=1

(13) 162 

When the sample size is large, as is the case here, the standard error of the likelihood 163 
estimation can then be approximated [24,25] by: 164 

𝑠𝑒(�̂�𝑖) ≈
1

√𝐼(�̂�𝑖)
≈

1

√∑
𝑦𝑖𝑘

𝑡𝑘
2

𝑚
𝑘=1

(14)
 165 

This standard error corresponds to the maximum likelihood standard error given by ter Braak 166 
& Barendregt [17] when tk is constant. Equation (14) has limited practical value as the pollen 167 
counts may show overdispersion compared to the multinomial distribution and also because 168 
the original pollen counts are often unavailable, but are being used in the equation. Bootstrap 169 
estimates of the standard error [20,31] are to be preferred. 170 

 171 

2.2 Implementation 172 
Modern pollen data were obtained from the SMPDS data set (the SPECIAL modern pollen 173 
data set) [32], which contains pollen assemblages from 6458 terrestrial sites from Europe, the 174 
Middle East and northern Eurasia (Figure 1a). The SMPDS data were derived from the 175 
European Modern Pollen Database (EMPD) v3.0 [33] and the EMBSeCBIO (Eastern 176 
Mediterranean-Black Sea-Caspian corridor BIOmes) Initiative [34], individual published 177 
records [35–44] obtained from the European Pollen Database 178 
(http://www.europeanpollendatabase.net/) or Pangaea (https://www.pangaea.de/), and 73 179 
modern surface samples from northern Spain.  Counts for obligate aquatics, insectivorous 180 
plants, non-native species and cultivated plants are not included in the SMPDS since their 181 
abundance is assumed not to be primarily controlled by climate. Some pollen types have been 182 
combined to a higher taxonomic level because they are not routinely identified across all the 183 



 

 

sites. There are 247 taxa included in the SMPDS, but some of these only occur in a small 184 
number of sites. For the current analysis, we used the 195 taxa that occur at > 10 sites.  185 

Three bioclimatic variables at the locations of the SMPDS pollen sites (Figure 1b-d) were 186 
also obtained from the SMPDS data set [32]. This data set provides mean temperature of the 187 
coldest month (MTCO), growing degree days above a baseline of 0 °C (GDD0) and a 188 
moisture index (ΜΙ), defined as an estimate of the ratio of annual precipitation to annual 189 
potential evapotranspiration, at each of the SMPDS pollen sites. These three variables reflect 190 
ecophysiological controls on plant distribution [32,45] that have been shown to influence the 191 
distribution and abundance of plant species independently of one another [46–48]. The 192 
individual and joint effects of these three variables were tested explicitly [49] for the SMPDS 193 
data set using Canonical Correspondence Analysis [26], and a strong correlation between 194 
species abundance and each of the three bioclimate variables was shown, with correlations of 195 
0.83, 0.61 and 0.47 respectively for the first three CCA axes and VIF scores of < 6 for each 196 
bioclimatic variable, well within the range considered suitable for the application of 197 
regression methods in general. 198 

Values of MTCO, GDD0 and MI were obtained using a geographically-weighted regression 199 
of climatological values (1961-1990) of mean monthly temperature, precipitation, and 200 
fractional sunshine hours from the CRU CL v2.0 gridded data set [50] in order to correct for 201 
elevation differences between the CRU grid cells and the pollen sites. The climate of each 202 
pollen site was then estimated based on its longitude, latitude, and elevation. MTCO (Figure 203 
1b) was taken directly from the GWR regression. GDD0 (Figure 1c) was estimated from daily 204 
data using a mean-conserving interpolation [51] of the monthly mean temperatures. MI was 205 
calculated for each pollen site using SPLASH v1.0 [52] based on daily values of 206 
precipitation, temperature and sunshine hours obtained using a mean-conserving interpolation 207 
of the monthly values of each. We further transformed MI to an alternative measure of 208 
available moisture, α (Figure 1d), defined as the ratio of actual evapotranspiration to 209 
equilibrium evapotranspiration. The α index emphasises differences at the dry end of the 210 
climate range, which have a more pronounced effect on vegetation distribution than 211 
differences at the wet end [53]. We use the parametric Fu-Zhang formulation of the Budyko 212 
relationship to make this transformation:  213 

𝛼 = 1.26 ∙ 𝑀𝐼 ∙ (1 +
1

𝑀𝐼
− (1 + (

1

𝑀𝐼
)

𝜔

)

1
𝜔

) (15) 214 

using ω =  3 [54]. The derivation of this equation is given in Supplementary Material 3. 215 

 216 

We use WA-PLS, TWA-PLS, WA-PLS with fx correction, and TWA-PLS with fx correction 217 
to reconstruct modern climates and compare them to observations at the modern pollen sites. 218 
When including frequency (fx) into the models in step 7 (Table 1), bins of 0.02, 20, 0.002 are 219 
used for MTCO, GDD0 and α, respectively. 220 

 221 

2.3 Evaluation 222 

Comparison of these reconstructions against the observed climate at the training sites 223 
provides a test of model performance. The initial estimates of the climate optima and 224 
tolerances are refined based on the regression residuals until the incremental change in the 225 
values ceases to create predictive improvement [7,8], where the identification of the optimal 226 



 

 

number of components has often been based on whether there is significant improvement of 227 
the leave-out root-mean-square error (RMSEP). To reduce the risk of pseudo-replication,  228 
when using one site as the test site in the cross-validation, not only this site but also sites that 229 
are both geographically close (within 50 km horizontal distance from the site) and 230 
climatically close (within 2% of the full range of each climate variable in the data set) to this 231 
test site are removed from the training set. By doing this, multiple sites that provide the same 232 
information are not included and thus will not inflate the cross-validation statistics. The 233 
criterion used here to select the number of components in all cases was an abrupt increase in 234 
p-value, where p assesses whether using the current number of components is significantly 235 
different from using one component less.  236 

We assess the degree of overall compression by fitting a linear regression line to the result. 237 
The closer the slope is to unity, the less the overall compression. We assess the degree of 238 
local compression by locally estimated scatterplot smoothing of the residuals. To compare the 239 
methods, we use the last significant number of components, because this would be the 240 
number used to make palaeoclimate reconstructions in practice. 241 

To examine the implications of the new method for palaeoclimate reconstructions, we use 242 
fossil pollen data covering the Holocene (past ca 11,700 years) from Basa de la Mora [55] 243 

and Estanya [56,57]. Basa de la Mora (42.54527 N, 0.3255 E) is a high elevation lake site 244 

(1906m) in the central Pyrenees. Estanya (42.02826 N, 0.52905 E) is a lower-elevation lake 245 
site (677m) in the pre-Pyrenean foothills. We compare the reconstructions at the site made 246 
using the last significant number of components for each method. We obtain bootstrap 247 
estimates of the sample-specific errors by resampling the training set 1000 times [20,31], and 248 
then calculate 95 % confidence interval using 1.96 times sample-specific errors, to see if the 249 
confidence intervals of reconstructions using different methods overlap with each other. If 250 
they do not overlap, then the reconstructions show significant difference. 251 

 252 

3 Results 253 

3.1 Modern training results 254 

Comparisons below are made using the last significant number of components (indicated in 255 
bold in Table 2) for each method. Comparisons using the same number of components can be 256 
found in Table 2 and Supplementary Material 4. 257 

TWA-PLS has RMSEP of 4.58, 863, 0.153 for MTCO, GDD0 and α, respectively, while WA-258 
PLS has RMSEP of 5.05, 950, 0.165 for MTCO, GDD0 and α, respectively; TWA-PLS with 259 
fx correction has RMSEP of 4.58, 869, 0.156 for MTCO, GDD0 and α, respectively, while 260 
WA-PLS with fx correction has RMSEP of 5.20, 999, 0.172 for MTCO, GDD0 and α, 261 
respectively (Table 2). Therefore, including tolerance (t) reduces RMSEP, while including 262 
frequency (fx) slightly increases RMSEP. 263 

TWA-PLS has R2 of 0.72, 0.69, 0.69 for MTCO, GDD0 and α, respectively, while WA-PLS 264 
has R2 of 0.66, 0.63, 0.64 for MTCO, GDD0 and α, respectively; TWA-PLS with fx 265 
correction has R2 of 0.73, 0.71, 0.69 for MTCO, GDD0 and α, respectively, while WA-PLS 266 
with fx correction has an R2 of 0.66, 0.63, 0.63 for MTCO, GDD0 and α, respectively (Table 267 
2). In general, both including tolerance (t) and frequency (fx) increase R2. 268 

The degree of overall compression is assessed by the slope of the linear regression; the 269 
degree of local compression is assessed by whether the residuals are around zero across the 270 
climate range in locally estimated scatterplot smoothing. The slope of TWA-PLS is 0.74, 271 



 

 

0.70, 0.72 for MTCO, GDD0 and α, respectively, while the slope of WA-PLS is 0.68, 0.65, 272 
0.67 for MTCO, GDD0 and α, respectively; the slope of TWA-PLS with fx correction is 0.82, 273 
0.83, 0.79 for MTCO, GDD0 and α, respectively, while the slope of WA-PLS with fx 274 
correction is 0.77, 0.78, 0.73 for MTCO, GDD0 and α, respectively (Table 2). Including 275 
either tolerance (t) or frequency (fx) makes the slope closer to 1 and the residuals closer to 0, 276 
in other words, reduces the overall and local compression, and including both reduces the 277 
compression further (Table 2, Figure 2, Figure 3).  278 

Of all the four methods, TWA-PLS with fx correction has the lowest compression, highest R2 279 
and second lowest RMSEP (its RMSEP is only slightly larger than that obtained using TWA-280 
PLS). TWA-PLS with fx correction is therefore our recommended method. The abbreviation 281 
fxTWA-PLS will be used in the following text. 282 

There is still a wide scatter for MTCO < −20 °C and compression bias at GDD0 > 6000. This 283 
reflects the fact that few taxa occur either at extreme low winter temperatures or extreme high 284 
growing degree days, and thus there are too few taxa to constrain the model well at low 285 
MTCO and high GDD0. 286 

 287 

3.2 The causes of “compression” in WA-PLS 288 
The equation used in WA-PLS [17,22] is: 289 

�̂�𝑖𝑊𝐴 =
∑ 𝑦𝑖𝑘𝑢𝑘

𝑚
𝑘=1

∑ 𝑦𝑖𝑘
𝑚
𝑘=1

(16) 290 

Compared to Equation (8), WA-PLS corresponds to the special case when all taxon 291 
tolerances (tk) are equal. However, this is far from reality generally (Figure 4e-g). 292 

In the simple case of two taxa (n = 2), we have 293 

�̂�𝑖 =

𝑦𝑖1𝑢1

𝑡1
2 +

𝑦𝑖2𝑢2

𝑡2
2

𝑦𝑖1

𝑡1
2 +

𝑦𝑖2

𝑡2
2

(17) 294 

�̂�𝑖𝑊𝐴 =
𝑦𝑖1𝑢1 + 𝑦𝑖2𝑢2

𝑦𝑖1 + 𝑦𝑖2

(18) 295 

Taking �̂�𝑖 from �̂�𝑖𝑊𝐴 gives: 296 

�̂�𝑖𝑊𝐴 − �̂�𝑖 =
𝑦𝑖1𝑦𝑖2

𝑡1
2𝑡2

2 (𝑦𝑖1 + 𝑦𝑖2) (
𝑦𝑖1

𝑡1
2 +

𝑦𝑖2

𝑡2
2 )

(𝑢1 − 𝑢2)(𝑡1
2 − 𝑡2

2) (19)
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When u1 > u2, t1 > t2, �̂�𝑖𝑊𝐴 > �̂�𝑖; when u1 < u2, t1 < t2, �̂�𝑖𝑊𝐴 > �̂�𝑖; when u1 > u2, t1 < t2, �̂�𝑖𝑊𝐴 < 298 
�̂�𝑖; when u1 < u2, t1 > t2, �̂�𝑖𝑊𝐴 < �̂�𝑖. In all the four cases, �̂�𝑖𝑊𝐴 is always closer to the optimum 299 

of wide-spread taxon than �̂�𝑖 (Figure 4a-d). Furthermore, taxa with wide climate ranges are 300 
more abundantly represented in the centre of the climate range (Figure 4e-g), so that �̂�𝑖𝑊𝐴 is 301 
closer to the center than �̂�𝑖. This explains why reconstructions that do not take account of the 302 
different tolerances of different taxa will tend to show compression. 303 

Another cause of compression is the non-uniformly sampled modern climates. More points 304 
are in the centre of the climate range (Figure 4h-j). If points are given the same weights, as in 305 
WA-PLS, the centre of the climate range has too much weight in the linear regression in step 306 



 

 

7 in Table 1. This will make the fitted line flatter, so the fitted values will be compressed 307 
towards the centre. 308 

 309 

3.3 Estimation of past climate states 310 
All three climate variables at both sites show larger ranges using fxTWA-PLS (TWA-PLS 311 
with fx correction) than using WA-PLS (Figure 5d-f, 6d-f), as might be expected from the 312 
reduction in compression.  313 

The reconstructions of GDD0 and α over the Holocene at Basa de la Mora (Figure 5b, 5c) 314 
using the two methods are similar but there is a large difference in the reconstructed MTCO 315 
(Figure 5a). The MTCO reconstructions using fxTWA-PLS do not overlap with WA-PLS 316 

reconstructions and are on average ca 3 C warmer. At Estanya, the two methods also 317 
produce significant differences in the reconstructions of MTCO (Figure 6a). GDD0 and α 318 
reconstructions show more difference (Figure 6b, 6c) compared to Basa de la Mora.  319 

Differences between the two reconstruction techniques reflect how far the reconstructed 320 
climate is from the centre of the climate range, where compression of WA-PLS is much 321 
lower than at the two ends. This centre point can be calculated from the slope (b1) and 322 
intercept (b0) of WA-PLS in Table 2, by setting b0 + b1x − x to zero. Centre points for the 323 
three climate variables are shown in dashed horizontal lines in Figure 5 and Figure 6. When 324 
above the dashed line, WA-PLS reconstructions tend to be lower than fxTWA-PLS 325 
reconstructions (Figure 5a, 6a, 6b); when below this line, WA-PLS reconstructions tend to be 326 
higher than fxTWA-PLS  reconstructions (Figure 6c); when roughly around the dashed line, 327 
WA-PLS reconstructions tend to be similar to fxTWA-PLS  reconstructions (Figure 5b,5c). 328 
In other words, WA-PLS reconstructions tend to be closer to the centre, biasing the 329 
reconstructed past climates. 330 

 331 

4 Discussion 332 

4.1 Comparison with a Bayesian approach 333 
The new approach, fxTWA-PLS , offers an improvement compared to the standard WA-PLS 334 
method in the sense that it shows lower RMSEP, higher R2 and less compression towards the 335 
centre of the climate range.  336 

Another promising approach compared to WA-PLS is Bayesian climate reconstruction 337 
[10,58,59]. We run the Bayesian User-friendly Model for Palaeo-Environmental 338 
Reconstruction (BUMPER) [59] using the same training data set. BUMPER does not provide 339 
the leave-out (multiple sites) cross validation used in this paper, so instead we compare leave-340 
one-out cross validation results between our methods and BUMPER (Supplementary Material 341 
5). BUMPER standard model with full taxa has the lowest RMSEP and highest R2 among the 342 
four BUMPER models (standard model including all taxa, standard model only including taxa 343 
with more than 2% abundance, presence-absence model including all taxa, presence-absence 344 
model only including taxa with more than 2% abundance) (Table S5.1). This best BUMPER 345 
model has RMSEP of 4.42, 882, 0.166 and R2 of 0.74, 0.72, 0.71 for MTCO, GDD0 and α, 346 
respectively (Table S5.1). It shows better performance than WA-PLS, which has RMSEP of 347 
4.85, 905, 0.158 and R2 of 0.69, 0.67, 0.67 for MTCO, GDD0 and α, respectively (Table S5.1, 348 
S5.2). However, it is not as good as fxTWA-PLS which has RMSEP of 4.37, 830, 0.148 and 349 
R2 of 0.76, 0.73, 0.72 for MTCO, GDD0 and α, respectively (Table S5.1, S5.2). The overall 350 
compression of BUMPER is better than fxTWA-PLS (Table S5.1, Figure S5.1, Figure 2), 351 



 

 

however, the local compression is much worse, with skewed residuals for all the three climate 352 
variables (Figure S5.2, Figure 3).  353 

 354 

4.2 Palaeo-reconstructions 355 
We have shown that WA-PLS and fxTWA-PLS produce different estimates of past climates 356 
when the climate to be reconstructed is not in the centre of the climate range used for model 357 
training. By reducing the compression bias, fxTWA-PLS allows for reconstructions of more 358 
extreme climate changes. The reduction of compression bias may help to explain some known 359 
discrepancies between existing palaeo-reconstructions and model-simulated climates [21]. 360 

Reconstructed MTCO and GDD0 at 0 cal yr BP at Basa de la Mora are warmer than the 361 
observed modern climate, while α is drier (Figure 5a-c). In mountain regions, pollen from lower 362 
sites is transported upward by daytime orographic winds [60,61]. Pollen assemblages are 363 
therefore biased towards lowland taxa, and pollen-based climate reconstructions at high-364 
elevation sites tend to show warmer and drier conditions than those in the immediate 365 
surroundings of the  site, which are reflected in the modern training set (see Figure S6.1). This 366 
explains why the reconstructed temperatures are higher, and the reconstructed moisture lower, 367 
than observed 0 cal yr BP at Basa de la Mora. The discrepancies are smaller at Estanya (Figure 368 
6a-c), at lower elevation (Figure S6.1).  369 

 370 

4.3 Potential issues with the application 371 
The method assumes that the abundance of each taxon follows a Gaussian (unimodal) curve 372 
with respect to each climate variable. A few pollen taxa do not have unimodal distributions in 373 
climate space. For example, Artemisia occurs in both warm and cold steppe environments, 374 
because its distribution is strongly controlled by plant-available moisture and largely 375 
insensitive to temperature [48]. It would be possible to screen the training data set for taxa 376 
that do not display unimodal Gaussian relationships with a specific climate variable. Previous 377 
research has used generalized additive models (GAMs) to view the climate space of the taxa 378 
[48], which can help check for non-unimodality. Inspection of GAMs cannot unambiguously 379 
detect multimodality, given that the true abundances of taxa are not observed. When a taxon 380 
has a large tolerance and a low true abundance, its proportion to the total abundance can 381 
show multimodality even when the true abundance is unimodal (Figure S7.2). Observed 382 
multimodality may make the estimated optimum and tolerance of such a taxon less accurate. 383 
However, the training data set includes 195 taxa in total, all of which contribute to the final 384 
reconstruction; and removing individual taxa has very little impact on the results (removing 385 
Artemisia, for example: Figure S7.3, S7.4). 386 

Underpinning the assumption that each taxon follows a unimodal curve with respect to each 387 
climate variable is that the reconstructed variables influence the distribution and abundance of 388 
plant species independently. This assumption would need to be tested when fxTWA-PLS is 389 
applied in other regions, or using different indicators. In addition, different bin widths to 390 
capture the trend of fx might result in slightly different results, because using too large a bin 391 
would lose many details while using too small a bin would lose the overall trend. Different bin 392 
widths can be tried to determine which to use, when using different indicators or different 393 
training data sets. 394 

The theory underpinning the new approach makes use of maximum likelihood estimation, 395 
which gives maximum efficiency in large samples [62]. In general, fossil pollen assemblages 396 
contain fewer taxa than modern pollen assemblages, and the number of taxa represented can 397 



 

 

be small. Depauperate fossil pollen assemblages tend to reflect anomalous situations, for 398 
example, where the sediments have been partially oxidised and more fragile pollen types have 399 
been lost. Depauperate assemblages also tend to occur when sedimentation is discontinuous or 400 
dominated by erosion. There is no obvious solution for these problems, except by using high 401 
reconstruction uncertainties to identify unreliable samples. 402 

A further potential limitation in the use of fxTWA-PLS is that taxa with narrow climate 403 
ranges tend to be represented by fewer samples in the training data set (Table 3), which can 404 
make estimation of their optima and tolerances less reliable. Upweighting taxa with narrow 405 
climate ranges can make the reconstructions less stable and increase uncertainties. This is 406 
reflected in Table 2: tolerance weighting sometimes induces larger maximum bias, although 407 
with lower RMSEP and higher R2 overall. The training data set used here contains > 6000 408 
samples and covers a wide range of climates, but there still are gaps in the coverage of 409 
climate space. A further expansion of the data set [e.g. ref 63], targeting sites that might help 410 
to fill in the climate space of taxa with narrow climate ranges, would be beneficial for future 411 
applications.    412 



 

 

Data accessibility 413 

We have developed a package fxTWAPLS (https://special-uor.github.io/fxTWAPLS/) to 414 

apply the new approach. The codes for this package can be found at 415 

https://github.com/special-uor/fxTWAPLS. This package is now available on CRAN. See 416 

electronic supplementary material, S2 for a brief description of this package. Version 0.0.2 is 417 

used in this paper. We have uploaded the data and other codes used in this paper as electronic 418 

supplementary material, S8. We have also uploaded the data and codes for BUMPER as 419 

electronic supplementary material, S9. 420 
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 Figure 1. The modern pollen and climate data sets. (a) Distribution of modern pollen 618 
data from the SMPDS data set; inferred (b) mean temperature of the coldest month 619 
(MTCO), (c) growing degree days above a baseline of 0 °C (GDD0) and (d) plant-620 
available moisture (α) at each pollen site as estimated using geographically-weighted 621 
regression. The MTCO and GDD0 estimates are from the SMPDS data set; α was 622 
calculated from the moisture index (MI) provided in the SMPDS data set.  623 

 624 

 625 
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Figure 2. Reconstructed modern climates using the last significant number of 627 

components. The x axis is the observed modern climate value, the y axis is the 628 

modern climate value reconstructed from modern pollen data using WA-PLS, TWA-629 

PLS, WA-PLS with fx correction, TWA-PLS with fx correction, respectively from top 630 

to bottom. The 1:1 line is shown in black, the linear regression line is shown in red, to 631 

show the degree of overall compression. 632 

 633 

 634 

  635 



 

 

Figure 3. Residuals of reconstructed modern climates using the last significant 636 

number of components. The x axis is the observed modern climate value, the y axis 637 

is the residual of modern climate reconstruction using WA-PLS, TWA-PLS, WA-PLS 638 

with fx correction, TWA-PLS with fx correction, respectively, from top to bottom. The 639 

zero line is shown in black, the locally estimated scatterplot smoothing is shown in 640 

red, to show the degree of local compression. 641 
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Figure 4. The principle of compression in WA-PLS. (a), (b), (c) and (d) are the four 645 

circumstances of optimum (u) and tolerance (t), �̂�𝑖𝑊𝐴 is the reconstructed value 646 

without tolerance, �̂�𝑖 is the reconstructed value with tolerance, the curves are the 647 

unimodal Gaussian curves (abundance to x) of the taxa. For (e), (f) and (g), the y 648 

axis is the tolerance of MTCO, GDD0 and α, respectively; the x axis is the optimum 649 

of MTCO, GDD0 and α, respectively. (h), (i) and (j) show the histograms of MTCO, 650 

GDD0 and α, using bins of 0.02, 20, 0.002, respectively. 651 
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Figure 5. Comparison of downcore reconstructions of (a) MTCO, (b) GDD0 and (c) α, 654 

at Basa de la Mora made using WA-PLS (black line) and TWA-PLS with fx correction 655 

(red line). The shades are 95% confidence intervals (reconstructions plus or minus 656 

1.96 times their bootstrap estimates of sample-specific errors) of reconstructions 657 

using WA-PLS (black shade) and TWA-PLS with fx correction (red shade). The bar 658 

graphs show the range (maximum minus minimum) of reconstructed values over the 659 

Holocene for (d) MTCO, (e) GDD0, (f) α using the two methods. Lines at 0 cal yr BP 660 

show the observed modern climate values at the site. Dashed horizontal lines show 661 

the estimate of the central range of the climate in the training data set.  662 

 663 
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Figure 6. Comparison of downcore reconstructions of (a) MTCO, (b) GDD0 and (c) α, 665 

at Estanya made using WA-PLS (black line) and TWA-PLS with fx correction (red 666 

line). The shades are 95% confidence intervals (reconstructions plus or minus 1.96 667 

times their bootstrap estimates of sample-specific errors) of reconstructions using 668 

WA-PLS (black shade) and TWA-PLS with fx correction (red shade). The bar graphs 669 

show the range (maximum minus minimum) of reconstructed values over the 670 

Holocene for (d) MTCO, (e) GDD0, (f) α using the two methods. Lines at 0 cal yr BP 671 

show the observed modern climate values at the site. Dashed horizontal lines show 672 

the estimate of the central range of the climate in the training data set.  673 

 674 

 675 

  676 



 

 

Table 1. Algorithms for WA-PLS and TWA-PLS, with and without fx correction. Here 677 

“←” is used instead of “=” to show the assigning of values. rlm means robust fitting of 678 

linear models [ref 30]. 679 

 WA-PLS TWA-PLS 

Step 0. Centre the 
environmental variable 𝑥𝑖 ← 𝑥𝑖 −

∑ (∑ 𝑦𝑖𝑘
𝑚
𝑘=1 ) 𝑥𝑖

𝑛
𝑖=1

∑ (∑ 𝑦𝑖𝑘
𝑚
𝑘=1 )𝑛

𝑖=1

 

 

𝑥𝑖 ← 𝑥𝑖 −
∑  (∑ 𝑦𝑖𝑘

𝑚
𝑘=1 )𝑥𝑖

𝑛
𝑖=1

∑ (∑ 𝑦𝑖𝑘
𝑚
𝑘=1 )𝑛

𝑖=1

 

 

Step 1. Take the 
centred environmental 
variable as initial site 
scores 

𝑟𝑖 ← 𝑥𝑖  𝑟𝑖 ← 𝑥𝑖  

Step 2. Calculate new 
species scores 𝑢𝑘 ←

∑ 𝑦𝑖𝑘𝑟𝑖
𝑛
𝑖=1

∑ 𝑦𝑖𝑘
𝑛
𝑖=1

 

 

𝑢𝑘 ←
∑ 𝑦𝑖𝑘𝑟𝑖

𝑛
𝑖=1

∑ 𝑦𝑖𝑘
𝑛
𝑖=1

 

 

𝑡𝑘 ← √
∑ 𝑦𝑖𝑘(𝑟𝑖 − 𝑢𝑘)2𝑛

𝑖=1

(1 − 1/𝑁2𝑘) ∑ 𝑦𝑖𝑘
𝑛
𝑖=1  

 

 

where 𝑁2𝑘 ←
1

∑ (
𝑦𝑖𝑘

∑ 𝑦
𝑖′𝑘

𝑛
𝑖′=1

)

2
𝑛
𝑖=1

 

 

Step 3. Calculate new 
site scores 𝑟𝑖 ←

∑ 𝑦𝑖𝑘𝑢𝑘
𝑚
𝑘=1

∑ 𝑦𝑖𝑘
𝑚
𝑘=1

 

 
𝑟𝑖 ←

∑
𝑦𝑖𝑘𝑢𝑘

𝑡𝑘
2

𝑚
𝑘=1

∑
𝑦𝑖𝑘

𝑡𝑘
2

𝑚
𝑘=1

 

Step 4. For the first axis 
go to Step 5. For 
second and higher 
components, make the 
new site scores 
uncorrelated with the 
previous components 
by orthogonalization 

Using the orthogonalization 
procedure in Table 5.2.b in ref 

29. 

Using the orthogonalization 
procedure in Table 5.2.b in ref 

29. 

Step 5. Standardize the 
new site scores 

Using the standardization 
procedure in Table 5.2.c in ref 

29. 
 

Using the standardization 
procedure in Table 5.2.c in ref 

29. 
 

Step 6. Take the 
standardized score as 
the new component 

𝑐𝑜𝑚𝑝𝑝𝑙𝑠 ← 𝑟𝑖 𝑐𝑜𝑚𝑝𝑝𝑙𝑠 ← 𝑟𝑖 

Step 7. Regress the 
environmental variable 
on the components 
obtained so far using 
weights and take the 
fitted values as current 
estimates. Go to Step 2 
with the residuals of the 
regression as the new 
site scores. 

If without fx correction, 
𝑟𝑙𝑚(𝑥𝑖~𝑐𝑜𝑚𝑝1 + ⋯
+ 𝑐𝑜𝑚𝑝𝑝𝑙𝑠 , 𝑤𝑒𝑖𝑔ℎ𝑡𝑠

=
∑ 𝑦𝑖𝑘

𝑚
𝑘=1

∑ (∑ 𝑦𝑖𝑘
𝑚
𝑘=1 )𝑛

𝑖=1

) 

 
If with fx correction, 

𝑟𝑙𝑚(𝑥𝑖~𝑐𝑜𝑚𝑝1 + ⋯

+ 𝑐𝑜𝑚𝑝𝑝𝑙𝑠 , 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 =
1

𝑓𝑥𝑖
2) 

 

If without fx correction, 
𝑟𝑙𝑚(𝑥𝑖~𝑐𝑜𝑚𝑝1 + ⋯
+ 𝑐𝑜𝑚𝑝𝑝𝑙𝑠 , 𝑤𝑒𝑖𝑔ℎ𝑡𝑠

=
∑ 𝑦𝑖𝑘

𝑚
𝑘=1

∑ (∑ 𝑦𝑖𝑘
𝑚
𝑘=1 )𝑛

𝑖=1

) 

 
If with fx correction, 

𝑟𝑙𝑚(𝑥𝑖~𝑐𝑜𝑚𝑝1 + ⋯

+ 𝑐𝑜𝑚𝑝𝑝𝑙𝑠 , 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 =
1

𝑓𝑥𝑖
2) 

 



 

 

 680 

 681 

Table 2. Leave-out cross-validation (with geographically and climatically close sites removed)  fitness of WA-PLS 682 
and TWA-PLS methods, with and without fx correction, for mean temperature of the coldest month (MTCO), 683 
growing degree days above a baseline of 0 °C (GDD0) and plant-available moisture (α), showing results for all 684 
the components. For WA-PLS with fx correction, only 4 components can be extracted for GDD0 and α. RMSEP is 685 
the root-mean-square error of prediction. ∆RMSEP is the percent change of RMSEP using the current number of 686 
components than using one component less. p assesses whether using the current number of components is 687 
significantly different from using one component less, which is used to choose the last significant number of 688 
components (indicated in bold) to avoid over-fitting. The degree of overall compression is assessed by doing 689 
linear regression to the cross-validation result and the climate variable, b0, b1, b0.se, b1.se are the intercept, 690 
slope, standard error of the intercept, standard error of the slope, respectively. The closer the slope (b1) is to 1, 691 
the less the overall compression is.   692 

 Method nc
om
p 

R2 Avg. 
Bias 

Max. 
Bias 

Min. 
Bias 

RMSE
P 

∆RMSEP p b0 b1 b0.se b1.s
e 

M
T

C
O

 

WA-PLS 
 

1 0.61 0.24 33.31 0.00 5.43 − 37.28 0.00
1 

− 0.82 0.5
9 

0.05 0.01 

2 0.65 0.12 31.93 0.00 5.12 − 5.72 0.00
1 

− 0.76 0.6
6 

0.05 0.01 

3 0.66 0.17 30.52 0.00 5.05 − 1.49 0.00
2 

− 0.66 0.6
8 

0.05 0.01 

4 0.66 0.18 42.56 0.00 5.06 0.22 0.66
9 

− 0.64 0.6
8 

0.05 0.01 

5 0.65 0.17 59.92 0.00 5.12 1.25 0.95
6 

− 0.64 0.6
9 

0.06 0.01 

TWA-PLS 

 

1 0.66 0.30 33.64 0.00 5.07 − 41.48 0.00

1 

− 0.66 0.6

2 

0.05 0.01 

2 0.71 0.19 32.50 0.00 4.65 − 8.27 0.00
1 

− 0.57 0.7
0 

0.05 0.01 

3 0.72 0.16 31.43 0.00 4.58 − 1.44 0.00
1 

− 0.51 0.7
4 

0.05 0.01 

4 0.72 0.15 37.48 0.00 4.57 − 0.26 0.30
8 

− 0.50 0.7
5 

0.05 0.01 

5 0.72 0.16 58.07 0.00 4.61 0.86 0.75
4 

− 0.49 0.7
5 

0.05 0.01 

WA-PLS  
with fx 

correction 
 

1 0.61 − 1.04 30.54 0.00 5.67 − 34.49 0.00
1 

− 1.73 0.7
3 

0.07 0.01 

2 0.65 − 0.83 35.67 0.00 5.32 − 6.31 0.00
1 

− 1.43 0.7
6 

0.06 0.01 

3 0.66 − 0.65 33.70 0.00 5.20 − 2.24 0.00
1 

− 1.23 0.7
7 

0.06 0.01 

4 0.66 − 0.74 44.52 0.00 5.20 0.09 0.53
7 

− 1.33 0.7
7 

0.06 0.01 

5 0.66 − 0.78 58.51 0.00 5.28 1.47 0.99
8 

− 1.36 0.7
7 

0.06 0.01 

TWA-PLS  
with fx 

correction 
 

1 0.66 − 0.86 31.17 0.00 5.21 − 39.82 0.00
1 

− 1.48 0.7
6 

0.06 0.01 

2 0.72 − 0.52 36.61 0.00 4.70 − 9.80 0.00
1 

− 1.03 0.8
0 

0.06 0.01 

3 0.73 − 0.47 41.14 0.00 4.63 − 1.62 0.00

1 

− 0.93 0.8

2 

0.06 0.01 

4 0.73 − 0.51 44.79 0.00 4.58 − 1.01 0.00
2 

− 0.97 0.8
2 

0.06 0.01 

 5 0.73 − 0.41 58.36 0.00 4.62 0.86 0.73
2 

− 0.85 0.8
3 

0.06 0.01 

G
D

D
0
 

WA-PLS 
 

1 0.59 − 
21.47 

4507.27 0.17 1000.2
0 

− 35.91 0.00
1 

1355.8
3 

0.5
9 

22.9
0 

0.01 

2 0.63 − 
38.43 

5077.66 0.12 950.25 − 4.99 0.00
1 

1151.6
8 

0.6
5 

22.9
8 

0.01 

3 0.64 − 
35.20 

6518.62 0.03 941.76 − 0.89 0.04
0 

1084.1
5 

0.6
7 

23.3
4 

0.01 

4 0.63 − 
35.09 

9593.39 0.14 947.84 0.64 0.77
1 

1066.9
4 

0.6
7 

23.7
1 

0.01 

5 0.62 − 
34.13 

13849.3
9 

0.03 964.51 1.76 0.97
6 

1054.6
4 

0.6
8 

24.4
1 

0.01 

TWA-PLS 
 

1 0.66 − 
19.13 

4542.77 0.12 912.16 − 41.55 0.00
1 

1144.4
8 

0.6
6 

21.8
7 

0.01 

2 0.69 − 
17.48 

4446.54 0.09 862.91 − 5.40 0.00
1 

980.65 0.7
0 

21.6
4 

0.01 

3 0.70 − 
24.65 

7094.83 0.18 857.52 − 0.62 0.13
2 

919.11 0.7
2 

21.9
1 

0.01 

4 0.69 − 
16.52 

11556.7
9 

0.16 865.31 0.91 0.74
0 

892.03 0.7
3 

22.4
6 

0.01 

5 0.68 − 
16.32 

16283.1
8 

0.05 885.25 2.30 0.90
7 

881.10 0.7
3 

23.2
1 

0.01 



 

 

WA-PLS  
with fx 

correction 

 

1 0.59 81.17 4540.86 0.07 1055.6
3 

− 32.35 0.00
1 

920.42 0.7
5 

29.0
4 

0.01 

2 0.63 72.23 5401.87 0.10 998.53 − 5.41 0.00
1 

814.61 0.7
8 

27.7
5 

0.01 

3 0.63 42.61 9133.98 0.29 990.12 − 0.84 0.17
9 

763.45 0.7
9 

27.6
5 

0.01 

4 0.63 39.35 11557.3
0 

0.32 997.10 0.71 0.84
5 

743.37 0.7
9 

27.9
5 

0.01 

TWA-PLS  
with fx 

correction 
 

1 0.66 68.45 4534.20 0.08 951.90 − 39.00 0.00
1 

753.05 0.8
0 

26.5
7 

0.01 

2 0.70 41.87 4700.48 0.27 882.35 − 7.31 0.00
1 

649.66 0.8
2 

24.8
0 

0.01 

3 0.71 21.37 7943.48 0.23 868.85 − 1.53 0.00
6 

594.64 0.8
3 

24.5
5 

0.01 

4 0.71 34.18 9748.44 0.19 869.25 0.05 0.56
4 

597.03 0.8
3 

24.6
0 

0.01 

5 0.71 38.35 10978.7
2 

0.11 872.40 0.36 0.77
0 

605.52 0.8
3 

24.6
7 

0.01 

α
 

WA-PLS 
 

1 0.59 0.001 0.724 0.00
0 

0.174 − 36.18 0.00
1 

0.30 0.6
1 

0.01 0.01 

2 0.63 0.001 0.798 0.00
0 

0.166 − 4.54 0.00
1 

0.27 0.6
6 

0.01 0.01 

3 0.64 0.001 0.780 0.00
0 

0.165 − 0.79 0.00
5 

0.26 0.6
7 

0.01 0.01 

4 0.64 0.001 0.792 0.00
0 

0.165 − 0.14 0.20
7 

0.25 0.6
7 

0.01 0.01 

5 0.64 0.001 0.796 0.00

0 

0.165 0.23 0.96

3 

0.25 0.6

7 

0.01 0.01 

TWA-PLS 
 

1 0.63 0.002 0.746 0.00
0 

0.166 − 39.12 0.00
1 

0.28 0.6
4 

0.00 0.01 

2 0.68 − 
0.001 

0.841 0.00
0 

0.155 − 6.54 0.00
1 

0.23 0.7
0 

0.00 0.01 

3 0.68 0.001 0.772 0.00
0 

0.154 − 1.17 0.00
1 

0.22 0.7
1 

0.00 0.01 

4 0.69 0.000 0.789 0.00
0 

0.153 − 0.50 0.00
7 

0.21 0.7
2 

0.00 0.01 

5 0.69 0.001 0.793 0.00
0 

0.153 0.01 0.52
4 

0.21 0.7
2 

0.00 0.01 

WA-PLS  

with fx 
correction 

 

1 0.59 − 

0.021 

0.855 0.00

0 

0.183 − 33.09 0.00

1 

0.18 0.7

4 

0.01 0.01 

2 0.63 − 
0.019 

0.889 0.00
0 

0.172 − 6.11 0.00
1 

0.19 0.7
3 

0.01 0.01 

3 0.63 − 
0.022 

0.803 0.00
0 

0.171 − 0.31 0.21
4 

0.17 0.7
5 

0.01 0.01 

4 0.63 − 
0.020 

0.867 0.00
0 

0.172 0.43 0.99
0 

0.16 0.7
6 

0.01 0.01 

TWA-PLS  
with fx 

correction 
 

1 0.63 − 
0.020 

0.773 0.00
0 

0.175 − 36.03 0.00
1 

0.15 0.7
7 

0.01 0.01 

2 0.68 − 
0.012 

0.902 0.00
0 

0.158 − 9.73 0.00
1 

0.15 0.7
9 

0.01 0.01 

3 0.69 − 
0.011 

0.820 0.00
0 

0.156 − 1.29 0.00
1 

0.15 0.7
9 

0.01 0.01 

4 0.69 − 
0.010 

0.787 0.00
0 

0.156 0.26 0.88
1 

0.14 0.8
1 

0.01 0.01 

 5 0.69 − 
0.010 

0.787 0.00
0 

0.156 0.10 1.00
0 

0.14 0.8
1 

0.01 0.01 

 693 

 694 

 695 

Table 3.  Representation of taxa in the modern training data set. The table shows the 696 
mean number of sites at which the taxa are represented (present) or not represented 697 
(absent) for all the taxa in the data set and for those taxa with a relatively narrow 698 
climate niche (width of the niche defined for MTCO, GDD0 and α separately). There 699 
are 6458 sites in total. 700 

 Present Absent 

All taxa 832 5626 

Taxa with tolerance of MTCO < 3 94 6364 

Taxa with tolerance of GDD0 < 500 111 6347 

Taxa with tolerance of α < 0.1 71 6387 
 701 


