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Abstract 
The following thesis describes the design and development of a pioneering reaction and analysis 

chamber for combining neutron reflectometry with simultaneous in situ Fourier transform infra-red 

reflection-absorption spectroscopy for studying the oxidation of mixed lipid monolayers at the air/water 

interface by gas-phase oxidants. The thesis then describes several bodies of work performed using the 

apparatus, each of which advances the field in a specific manner. 

The first body of work describes the oxidation of galactocerebroside (GCB) monolayers by NO3
• radicals 

(the key night-time atmospheric oxidant species), both as a pure monolayer and as part of a mixed 

monolayer with palmitic acid and palmitoleic acid. Galactocerebroside was chosen as a model system 

for glycolipids, which have been found to be a key component in sea-spray aerosol. NO3
• radical 

oxidation did not fully remove the GCB monolayer from the surface under any conditions, suggesting 

that such monolayers are likely to persist under night-time atmospheric conditions. 

The second body of work describes the ozonolysis of oleic acid monolayers at low temperatures. Oleic 

acid (OA) is a key component of anthropogenic aerosol and has been established as a reference system 

in this domain. The effect of cooling the system to near-freezing temperatures was selected for study as 

the real-life conditions in which these reactions take place are likely to be better modelled at such a 

temperature condition than at the room temperature conditions usually employed for such studies. A 

residual monolayer resistant to further oxidation persisted after OA ozonolysis at low temperatures, 

which could be built up by repeated deposition and ozonolysis, suggesting that the effects of an organic 

film, such as surface tension depression, can persist beyond the expected lifetime of the deposited film 

species itself. 

The third body of work describes the ozonolysis of OA as part of a mixed monolayer with stearic acid 

(SA). Real-life aerosol will be highly heterogeneous, and so the effect of co-deposited species on the 

reactivity and lifetime of reactive components such as OA is important to determine. The presence of SA 

in the system allowed the formation of a stable residual product monolayer from OA ozonolysis even at 

room temperature. 

Finally, possible future applications of the combined reaction and analysis chamber are developed by 

presenting preliminary data from a study of the oxidation of linoleic acid in a variety of mixtures and 

temperature conditions. 

The primary implication of this work is that unsaturated fatty acid emissions could affect the physical 

properties of water droplets in the atmosphere longer than implied by their atmospheric lifetimes. 
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Chapter 1 – Introduction 
1.1 – Water and the Greenhouse Effect 
The earth’s atmosphere contains approximately 1.29 × 1013

 m3 water1. This is only approximately 

0.001% of the water present in the entire earth’s water system1, and yet it still carries enormous 

climatic and meteorological significance. Water plays a role in the earth’s climate via its activity as a 

condensable greenhouse gas, via complicating the process of convection, and via the formation of 

clouds and their interaction with aerosol particles. 

The earth system’s incoming and outgoing radiation must balance in order for the system to be in 

equilibrium. If incoming radiation increases relative to outgoing radiation, then the temperature of the 

earth’s surface (T) will rise until equilibrium is restored at a higher temperature. This re-establishment of 

equilibrium occurs because hotter bodies emit more radiation (or have a higher luminosity (L)) in a 

manner that is quartically dependent on temperature thus: 

𝐿 = 4𝜋𝑅⊕
2𝜎𝑇4 

Equation 1.1 

The radius of the earth (R⊕) is a constant for our purposes at 6.38 × 106 m and the Stefan-Boltzmann 

constant (σ) is a fundamental constant at 5.67 × 10-8 kg s-3 K-4. As the temperature will vary until 

equilibrium is established, the temperature of the earth’s surface can be predicted by setting luminosity 

equal to incoming radiation and solving Equation 1.1 for temperature. 

The earth does not absorb incoming radiation with total efficiency as it is partially reflective, so the 

absorbed radiation (Ar) depends on the strength of the solar radiation (S0) and the earth’s albedo (α), 

which is the fraction of incoming radiation that is reflected back to space, as follows: 

𝐴𝑟 = 𝜋𝑅⊕
2𝑆0(1 − 𝛼) 

Equation 1.2 

The solar constant (S0) is not quite constant, but varies by ~0.1% between solar minima and maxima. 

This variation, however, is smaller than the instrumental error in the best available measurements of 

the phenomenon, so S0 can safely be treated as constant with a value of 1.36 × 103 kg s-3 that is stable 

across the timeframes necessary to achieve a steady state2. The albedo of the earth can be measured by 

taking advantage of the great difference in temperature between the earth and the sun, and therefore 

the vastly different wavelength distribution of solar radiation reflected from the earth and radiation 

emitted directly from the earth in accordance with Equation 1.1 (hotter bodies emit at a higher 

frequency range). This difference allows the reflected radiation (related to albedo) to be measured 

independently of emitted radiation (related to surface temperature). Albedo is also not completely 

fixed, as changing ice cover, cloudiness, forest cover, and many other factors affect it, but it is stable at 

its current value of 0.29 across the kind of timescales in which the earth system can come to equilibrium 

through changing surface temperature3, and so can be treated as a constant in this steady state 

calculation. 

Using these values, setting luminosity equal to absorbance (the definition of the steady state), and 

solving Equations 1.1 and 1.2 gives a value for the equilibrium temperature of 279 K. The actual mean 

surface temperature of the earth4 is around 278 to 288 K. This difference is due to modulation of 

outgoing radiation via the greenhouse effect. 

Increases in the concentration of non-condensable greenhouse gases such as carbon dioxide (CO2), 

methane (CH4), sulfur hexafluoride (SF6), and many others reduce the ability of the earth system to emit 
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energy in the longwave infra-red (IR) region of the electromagnetic spectrum. This decrease in the 

efficiency of energy loss via outgoing radiation results in an increase in surface temperature, and thus in 

outgoing radiation, until energy balance is restored. Disturbances to the balance between outgoing and 

incoming radiation such as this are known as direct forcings. Other direct forcing effects include changes 

to the albedo of the planet or variations in incoming solar radiation. 

The warmer surface caused by these direct forcings leads to a warmer atmosphere, which in turn leads 

to enhanced evaporation from the surface. Enhanced evaporation then leads to a higher concentration 

of water vapour in the atmosphere. This water vapour further blocks outgoing longwave IR radiation, 

further increasing the temperature. The result of this is that water vapour acts as a positive feedback 

mechanism in the climate system, amplifying the extent of warming due to direct forcings. 

Directly adding water vapour to the troposphere is not a forcing effect, as the excess will condense out 

and the system will return to equilibrium at the same temperature as before the injection. The 

equilibrium of the water cycle establishes itself quickly in response to perturbations when compared 

with the equilibrium of the earth’s radiative balance, so changes in directly emitted water vapour in the 

troposphere are not of direct climatic significance via the greenhouse effect. However, injection of 

water vapour into the stratosphere, which is not in dynamic equilibrium with the troposphere and 

surface, will cause a direct radiative forcing effect. This is particularly notable for the case of water 

vapour produced by the oxidation of CH4 in the stratosphere and for the case of contrails, which 

contribute radiative forcing effects of 0.07 and 0.01 kg s-3 respectively4, with an extra 0.05 kg s-3 from 

cirrus clouds formed as a result of the contrails5. These are still small contributions when compared with 

the radiative forcing attributed to anthropogenic emissions of CO2 and other non-condensable 

greenhouse gases (2.83 kg s-3)4,5. 

Figure 1.1 summarises these forcings; note the large error bars on the forcing effects attributable to 

aerosol, particularly via the aerosol/cloud interaction. The effects of feedback via the direct greenhouse 

effect of water vapour (water dissolved in the atmosphere) are relatively easily factored into forcing 

calculations and taken account of in climate modelling, whereas the behaviour of water in its condensed 

form, as suspended liquid or ice particles that make up clouds, is much more complex and has proven 

tricky to incorporate into climate models from the very beginning.  
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Figure 1.1 – Radiative Forcing Chart from IPCC AR55. Hatched bars represent radiative forcing, solid bars represent effective 
radiative forcinga, and error bars are 95% confidence intervals (dashed error bars for radiative forcing; solid error bars for 

effective radiative forcing). 

As Figure 1.1 makes clear, the aerosol/cloud interaction could reasonably (95% confidence interval) 

represent a radiative forcing as significant as -1.2 kg s-3, or could be negligible. This represents the most 

significant uncertainty in high-level climate science. The work described in this thesis represents a very 

small part of the efforts to better understand the aerosol/cloud interaction and therefore reduce this 

uncertainty. 

1.2 – Water and Convection 
Before moving on to discuss the aerosol/cloud interaction in more detail, a brief word will be said about 

the interaction between water and convection, as it provides a good background for why the 

troposphere is the region of interest for the majority of cloud activity, whereas the direct effect of water 

vapour emissions as radiative forcing is only relevant in the stratosphere. Fundamentally, the reason for 

this is that the stratosphere is convectively stable, whereas the troposphere is frequently convectively 

unstable. 

As atmospheric pressure is a result of the weight of the column of air above a given point pushing down 

on that point, it naturally decreases with height (z). If an air parcel rises or falls through the atmosphere, 

then it experiences a change in pressure which, as a result of Gay-Lussac’s law, manifests as a change in 

the temperature of the air parcel. This change in temperature is linear, and is known as the dry adiabatic 

lapse rate6 or DALR. It has a value of 9.8 × 10-3 K m-1. For sign convenience, it is defined as -dTparcel/dz, 

which gives it a positive value as temperature decreases with increasing height. 

 
a Effective radiative forcing is a recently introduced method for estimating radiative forcing values that takes into 
account some perturbations that were not included in the radiative forcing calculations used previously5. The exact 
differences between radiative forcing and effective radiative forcing are beyond the scope of this introduction. 
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This leads to the concept of potential temperature (θ), which can be conceptualised as the temperature 

that a parcel of air would be if brought to some standard height. A column of air with 

-dTcolumn/dz = DALR has a constant potential temperature with respect to height. 

Hotter air is more buoyant than colder air, meaning that an air parcel that is warmer than its 

surroundings will rise. If dθ/dz is negative, then the disparity between the parcel and the surrounding air 

will only increase as the air parcel rises, causing it to rise even faster. A column of air with this potential 

temperature gradient is said to be convectively unstable. 

Conversely, if dθ/dz is positive, then the rising parcel of air will cool more quickly than the column 

through which it is rising, eventually rising to a height where it has the same potential temperature as 

the surrounding air and staying there. A column of air with this potential temperature gradient is said to 

be convectively stable. 

The stratosphere is convectively stable, which means that injections of water vapour into the 

stratosphere can result in reasonably long-lasting changes to the amount of water vapour in the 

stratosphere, as air is only exchanged with the troposphere (which is in a reasonably fast equilibrium 

with the terrestrial water system) via the overturning of planet-wide air circulation currents. 

Water added to the troposphere is added to a rapidly overturning system and therefore is quickly 

returned to the terrestrial water system. Regions of convective stability, called inversions, do appear in 

the troposphere, and these manage to isolate small air masses from the overall equilibrium reasonably 

efficiently. These can be very unpleasant for those on the ground if there are major sources of pollution 

under the inverted atmospheric region, but they do not generally last for more than a few days at most. 

The DALR is referred to as such because it describes the situation for a dry air parcel. Wet air (air with 

dissolved moisture) can depart from the simple pressure/temperature relationship of Gay-Lussac’s law 

by releasing the latent heat of condensation of the dissolved water vapour through the formation of 

clouds. While unsaturated or supersaturated, a rising air parcel follows the DALR, but, once 

condensation has begun (the details of which will be discussed in section 1.3), the change in 

temperature with altitude is described by the moist adiabatic lapse rate (MALR). The MALR is nonlinear 

and depends on temperature, unlike the linear temperature-independent DALR. The details of the MALR 

are beyond the scope of this introduction, but it is always of lower magnitude (less negative) than the 

DALR6. 

Columns of air in which DALR > -dTcolumn/dz > MALR will be convectively stable as long as the critical 

supersaturation (see section 1.3) is not reached, so condensation is not occurring. Once condensation of 

water vapour into liquid or ice aerosol particles is underway, this air will then be convectively unstable. 

This instability will drive further convection, which will result in the further raising and cooling of 

supersaturated air, driving further condensation. This process underlies the formation of convective 

clouds in the troposphere, which have significant climatic impacts. It is to these impacts that this 

introduction now turns, as it is via effects upon these processes that the phenomena studied in this 

work derive their climatic impact. 

1.3 – Water and Aerosol: Cloud Lifetime Effects 
Clouds have a complex climatic impact, as they can represent both positive and negative radiative 

forcings, depending on the nature of the cloud in question. Changes in the climate also affect the 

prevalence and nature of clouds in turn, leading to feedback effects. 

Clouds have a modulating effect on outgoing longwave radiation, as they absorb a fraction of such 

radiation as it propagates outwards towards space and then re-emit it back downward towards earth 

and outward towards space with a luminosity and frequency distribution characteristic of the 
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temperature of the cloud, which may be quite different from the temperature of the earth. They also 

reflect a portion of incoming radiation, which manifests as a shift in the planetary albedo. 

High clouds have the most significant warming effect, as their cloud-top temperatures are very low, 

meaning that they emit radiation out to space at a considerably lower rate than would an equivalent 

portion of the surface of the earth. This decreases the overall efficiency of outgoing radiation in a similar 

manner to the greenhouse effect, and the surface temperature must rise to re-establish equilibrium. 

Low clouds, on the other hand, have similar cloud-top temperatures to the surface, meaning that their 

modulating effect on outgoing radiation is much smaller, and they lack the positive radiative forcing 

associated with high clouds7. The main effect of these low clouds, therefore, is their raising of the 

planetary albedo, which is a negative forcing effect8. The presence of low clouds above the ocean in 

particular, which has a very low albedo in the absence of cloud cover, is quite a large negative forcing. 

The interactions of such clouds with the wider water cycle complicates this issue9. 

The formation of clouds in the atmosphere does not occur spontaneously if water vapour saturation 

reaches 100%. This is due to the increase in the effective equilibrium vapour pressure associated with a 

convex liquid droplet as the diameter of said droplet decreases (due to the greater surface energy 

associated with curved surfaces). The greater the convex curvature of the droplet, the greater the 

supersaturation required to produce condensation. This is known as the Kelvin effect, and expresses the 

equilibrium vapour pressure for a droplet (pdrop) as a function of the diameter (D) of that droplet. The 

function depends on the relevant equilibrium vapour pressure for a flat surface (pflat), the molar mass 

(Mr), density (ρ) and surface tension (γ) of the liquid, and the temperature (T) as follows6: 

ln
𝑝𝑑𝑟𝑜𝑝(𝐷)

𝑝𝑓𝑙𝑎𝑡
=

4𝑀𝑟𝛾

𝑅𝑇𝜌𝐷
 

Equation 1.3 

R represents the universal gas constant at 8.314 kg m2 s-2 K-1 mol-1. Taking a limit as D tends to zero, pdrop 

tends to infinity; this means that it is not possible to precipitate droplets out of clean, supersaturated 

air. Water droplets must instead nucleate around tiny seed particles in the atmosphere, which partially 

dissolve into the droplet as it forms. The presence of these solute particles lowers the effective 

equilibrium vapour pressure of the droplet, allowing further condensation and growth; this is called the 

Raoult effect. The Raoult effect simply expresses the partial equilibrium vapour pressure (ppart) for a 

substance with a given equilibrium vapour pressure as a pure liquid (ppure) in a mixed liquid phase 

composed of a certain mole fraction (x) of the substance in question thus: 

𝑝𝑝𝑎𝑟𝑡 = 𝑝𝑝𝑢𝑟𝑒𝑥 

Equation 1.4 

Taking a limit as x tends to zero, ppart also tends to zero, meaning that arbitrarily small amounts of water 

nucleating as a cloud droplet around a solute particle can have arbitrarily low equilibrium vapour 

pressures as the amount of water in the droplet tends to zero. This works to promote nucleation, and 

counters the Kelvin effect. 

The balance of the two effects is described by the Köhler equation6, which adds an extra term to the 

equation for the Kelvin effect that takes account of the number of moles of solute in the droplet (ns): 

ln
𝑝𝑑𝑟𝑜𝑝(𝐷)

𝑝𝑓𝑙𝑎𝑡
=

4𝑀𝑟𝛾

𝑅𝑇𝜌𝐷
−

6𝑛𝑠𝑀𝑟

𝜋𝜌𝐷3
 

Equation 1.5 
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Plotting pdrop against D for a particular set of conditions produces a Köhler curve, which allows the 

critical supersaturation to be determined. Increasing solute amounts will decrease the critical saturation 

and promote nucleation, meaning that increased aerosol loading promotes the formation of clouds. 

However, this effect also makes the clouds produced predisposed to be composed of a larger number of 

smaller water droplets than would be the case in cleaner air (if nucleation is more favoured, less water 

vapour will end up contributing to the growth of existing particles instead of forming new ones). This 

makes precipitation more difficult, leading to an enhanced lifetime for the clouds10. This effect, and a 

raft of other secondary effects associated with it, have led to a family of ideas called ‘cloud lifetime 

hypotheses’ or ‘cloud lifetime effects’7. 

These lifetime effects work alongside the more direct ‘cloud albedo effect’, in which aerosol load leads 

to clouds that are more reflective than they otherwise would be11, to create quite a substantial negative 

radiative forcing upon the climate system as a result of the presence of aerosol in the atmosphere and 

its interactions with clouds in particular. 

Unfortunately, these effects are complicated and still not well understood. Cloud lifetime hypotheses in 

particular are very difficult to study effectively and many researchers7 have challenged some of the 

higher estimates for the forcing value that have been derived from satellite surveys, some of which12 are 

as high as -8 Wm-2. 

The problems with these hypotheses generally revolve around one of two issues. The first concern is 

measurement artefacts, in which the presence of clouds causes overestimation of aerosol 

concentrations or vice versa, and thus causes spurious correlations13,14. Other problems are related to 

the fact that performing controlled experiments on these systems is difficult or impossible. This means 

that epidemiological data from earth observations has to be used, leaving conclusions vulnerable to 

confounding effects: What may appear to be enhanced cloud lifetimes due to aerosol concentrations 

may in fact be enhanced cloud lifetimes and aerosol concentrations due to a third factor, for instance 

strong surface winds, which produce both heavy sea-spray (aerosol) and deep, lasting clouds15,16. 

Measurement problems further frustrate attempts at progress in this field17,18, and a study by Rauber et 

al. even hints at the opposite correlation19. 

Use of climate and weather modelling systems to improve measurement and modelling of this process 

have been held back by limited incorporation of cloud processes into the relevant models at the 

temporal and spatial resolution required to provide insight on the matter20–23. 

Further investigations have complicated this picture again by revealing buffering effects. These are 

similar to some of the negative feedbacks present in the climate system, in which radiative forcing in 

one direction produces or enhances a forcing in the other direction, thus reducing the impact of the 

initial forcing. These buffer effects are not climate feedbacks, as they do not operate across climatic 

scales, but they work on the same principle on meteorological scales7. 

One group of buffering effects involves microphysical couplings, such as changes in the sensitivity of the 

induction of precipitation to cloud droplet number concentration in different cloud regimes24–27, and the 

suppression of linearity in the relationship between cloud droplet number and aerosol concentration 

caused by changes in the local supersaturation28–30. Another group involves macrophysical couplings, 

such as the interactions between precipitation and liquid flux through the cloud, which may cause 

enhanced aerosol loading to result in more precipitation and thus shorter-lived clouds in certain 

circumstances7. Radiative effects related to the absorption and scattering of incoming radiation by the 

aerosol itself and the interplay that this process has with any present clouds also contribute to the 

buffering of the system31–33. 
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In summary, the system is exceptionally complicated, and precise knowledge of the interplay between 

aerosol and radiative forcing by clouds eludes the scientific community at present. A 2009 review of the 

subject by Stevens and Feingold7 places high importance on buffering processes and the associated 

reduction in the negative radiative forcing associated with the aerosol/cloud interaction, while still 

maintaining an overall cautious commitment to at least the sign and importance of the effect. Much 

more research is underway, and it is under the auspices of working gradually towards understanding the 

interactions between aerosol pollutants and water droplets in the atmosphere that this research is 

placed. 

1.4 – Organic Films at the Air/Water Interface 
In key papers in 198334 and 199935, it was noted that organic films form on the surface of aerosol 

particles and that the reactivity of both the aerosol particles underneath and of the species that make 

up the films themselves was different from what would be expected if each were encountered alone. 

Donaldson and Vaida published a major review in 200636 that brings together most of the large body of 

existing knowledge regarding the behaviour of molecular monolayer organic films at the air/water 

interface that are relevant to atmospheric processes. They divided the subject into two clear areas of 

study depending on the nature of the species at the interface. The division that they proposed is 

between relatively insoluble films of amphiphiles, such as fatty acids, and films of soluble surfactants 

that also partially partition to the interface, such as alcohols. This work deals with insoluble films, so it is 

upon their behaviour that this introduction will focus. 

Insoluble films at the air/water interface can be described by an equation of state that is roughly 

analogous to the ideal gas equation36. In this equation, surface pressure (Π)b is analogous to gas 

pressure, and surface area per molecule (A) is analogous to volume. These are related to the 

temperature (T) analogous to the temperature for gaseous systems by the following equation, which 

also describes dependencies on the minimum area per molecule for a theoretically maximally 

compressed monolayer (A0) and cohesive attractive forces between molecules in the monolayer (Πc): 

(𝛱 − 𝛱𝑐)(𝐴 − 𝐴0) = 𝑘𝐵𝑇 

Equation 1.6 

The Boltzmann constant (kB) is a fundamental constant at 1.381 × 10-23 kg m2 s-2 K-1. As minimum surface 

area per molecule is constant for a given system, measurement of surface pressure as a function of area 

at a constant temperature (commonly referred to as a Π-A isotherm measurement) can give information 

about cohesive attractive forces in the monolayer, as changes in this variable produce deviations from 

the offset hyperbolic relationship between surface area per molecule and surface pressure that would 

be expected if these forces were constant. This procedure is carried out by spreading a surface 

monolayer at a very low area per molecule and then compressing the layer between moveable 

barriers37. A detailed treatment of the way in which surface pressure is measured and Π-A isotherms 

produced in this work is included in Chapter 2. 

A typical Π-A isotherm produced during this research is shown in Figure 1.2, and similar data was 

collected by Voss et al.38. The various phases are labelled on the graph. At high surface area values, the 

system is in a 2D-gas (G) phase, in which the molecules are widely separated and not significantly 

 
b Donaldson and Vaida use lower-case π for surface pressure, which is standard. However, some equations in the 
methods section of this work include surface pressure as well as the mathematical constant for the ratio between 
the circumference and diameter of a circle, which is universally denoted as π across all disciplines. To avoid 
confusion when that point arises, surface pressure is referred to using upper-case Π in this work, except where it 
involves reproduction of individually published papers in which surface pressure is discussed in a circumstance 
removed from this possible confusion with the mathematical constant, in which the traditional lower-case π is 
used, as there is no reason to divert from the convention in the intended publication environment of those papers. 
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interacting. As the area per molecule decreases, the system moves into an expanded 2D-liquid (LE) 

phase, in which surface pressure rises nonlinearly with decreasing area per molecule, and then a 

compressed 2D-liquid (LC) phase in which this relationship is linear. The boundaries between these 

phases are somewhat indistinct, but the transition to the 2D-solid (S) phase, at 22 mN m-1, is easily 

noticeable as a sharp kink. Below a surface area per molecule of around 22 Å2, a monolayer can no 

longer be maintained, leading to a broken (B) phase that quickly collapses. 

 

Figure 1.2 – Stearic acid pressure-area isotherm on pure water collected by compression from low-area spreading to 30 mN m-1, 
two cycles between 30 and 0 mN m-1, and a final compression to break. G = 2D-gas; LE = 2D-liquid expanded; LC = 2D-liquid 

compressed; S = 2D-solid; B = broken monolayer. Boundaries of LE phase are somewhat indistinct. 

A cyclic compression/decompression collection protocol is used, as described in the caption, in order to 

ensure that the system is stable and that significant quantities of material are not being lost from the 

surface during the experiment (which can be a problem if vibrations are not adequately dampened or 

the barriers are not sufficiently clean). The offset of the first compression from the others is 

reproducible across systems and represents a pseudo-annealing process in which the first 

compression/decompression cycle reliably records slightly higher surface pressures for any given surface 

area per molecule. The slight offset between the second and third cycles is due to small losses of 

material from the system that cannot be entirely avoided. Compression/decompression cycle hysteresis 

is also common. 

Isotherms such as these facilitate the preparation of monolayers for use in the oxidation experiments 

that make up the bulk of this work. For instance, the isotherm in Figure 1.2 suggests that targeting a 

surface area per molecule of 25 Å2 would be an appropriate way to prepare an LC phase stearic acid 

monolayer for an oxidation study. 

Many of the monolayers studied this work are more disordered than the stearic acid example shown in 

Figure 1.2, and do not easily access LC or S phases as a result. In these cases, the main purpose of 

gathering the isotherms is to determine a maximum spreading amount for a given surface area to 

produce an LE phase monolayer without risking overspreading. 
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1.5 – Organic Films and Clouds 
Many anthropogenic and biogenic organic compounds emitted into the atmosphere have surfactant 

activity and therefore can partition to the air/water interfaces that form the surfaces of cloud 

droplets34–36. Such behaviour has been established, and various properties of the films and their 

reactivity has been probed, for the fatty acids38–43 and glycolipids43 studied in this work, as well as for 

fatty acid methyl esters44. 

The oxidation of these organic species to form secondary organic aerosol (SOA) has been studied 

extensively in the past45–48, and the SOA thereby produced will have climatic effects of the sort discussed 

in the section on cloud lifetime effects (section 1.3). However, the partitioning of these species into 

monolayers at the surfaces of cloud droplets has been observed to affect their reactivity38–41,44. This 

could result in changes in rates of SOA production and therefore the extent of aerosol-induced cloud 

lifetime extension via enhancement of the Raoult effect as described in section 1.3. Perhaps more 

significant, though, are the effects that the presence of a surface monolayer has directly on the cloud 

droplets themselves. 

All sorts of cloud formation, growth, evaporation, and rainout processes have a critical dependence 

upon surface tension as a result of the Kelvin effect6. The presence of insoluble organic films at the 

air/water interface has a lowering effect on the surface tension of the resultant water aerosols as 

described in section 1.4, and the knock-on effects in terms of interactions with clouds, and with cloud 

lifetime effects, is only just beginning to be understood36. The lowering of the surface tension associated 

with the presence of a monolayer would seem, via a weakening of the Kelvin effect, to supress the 

destabilising of small droplets and resultant suppression of nucleation that the Kelvin effect produces. 

On this basis, the presence of these surfactant species within the aerosol loading could promote 

nucleation via reducing the surface tension of the droplets thereby nucleated. Additionally, the 

presence of such monolayers on the surface of existing droplets enhances their stability at lower 

diameters compared to the situation that would obtain without them. This enhancement of nucleation 

and comparative stabilisation of lower diameter droplets could lead to increased cloud lifetimes via a 

similar route to the enhancement of the Raoult effect by increased aerosol loading that was discussed in 

section 1.3. Two studies, however, have thrown some doubt upon this and these will be discussed in 

turn. 

A 2004 study49 found that increased surfactant partitioning to the surface enhanced the stability of 

larger particles and depressed nucleation, which completely contradicts the hypothesis laid out in the 

previous paragraph. However, the study was performed using soluble surfactants, which contribute to 

both the Raoult (while partitioned to the bulk) and Kelvin (while partitioned to the surface) effects, and 

compared models in which partitioning was altered between the bulk and the surface. The reason given 

by the study for this behaviour is that increased partitioning of material away from the bulk towards the 

surface did more to weaken the Raoult effect through reduction in dissolved solute than it did to 

weaken the Kelvin effect through lowering of surface tension, leading to an overall trend of increased 

critical supersaturation and therefore a preference for larger particles and a reduction in nucleation 

activity. The surfactant monolayers studied in this work are all insoluble, with little to no material 

partitioned to the bulk. Only the weakened Kelvin effect, and not the weakened Raoult effect, is 

relevant for insoluble monolayers, meaning that the conclusions drawn from the 2004 paper cannot be 

used to predict the nucleation and particle stabilisation effects of insoluble monolayers. 

A 2005 study50, in which coatings of oleic, stearic, and cis-pinonic acid were formed around salt particles 

that were then used as cloud condensation nuclei, could not clearly attribute any enhanced nucleation 

behaviour to a lowering of surface tension via the Kelvin effect (although the study did record enhanced 

nucleation behaviour for thicker coatings of oleic and cis-pinonic acid, but reduced nucleation behaviour 

for thicker stearic acid coatings). Abbatt et al. attributed the reduced nucleation behaviour to the 
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shielding of the soluble salt particle from water vapour due to slow diffusion of water through stearic 

acid, and the enhanced nucleation behaviour for oleic and cis-pinonic acid to an increasing of the 

effective size of the droplet. However, the study was clear that it is difficult to be quantitative about 

these effects without better knowledge of the hygroscopic and diffusion behaviour of the substances. 

This makes it difficult to draw too many conclusions about the effects of organic monolayer coatings on 

small water droplets from this study. The hypothesis that nucleation would be promoted is weakly 

challenged, but the hypothesis that the stability of smaller droplets will be enhanced via reduced 

surface tension is not challenged, as it is not clear to what degree the study was able to assess such an 

effect. 

In summary, though the enhancement of nucleation that would be expected from a simple lowering of 

the surface tension term in Equation 1.5 might be somewhat doubtful based on the experimental 

observations of Abbatt et al.50, the reduction in the degree to which larger diameter particles are 

favoured that would also be expected from that surface tension reduction has not been challenged for 

insoluble monolayers (though does appear to be outweighed by other considerations for soluble 

monolayers49). Therefore, a contribution of insoluble organic surfactants to cloud lifetime effects via a 

weakened Kelvin effect route is likely. 

In addition to this effect, there exists a number of other routes via which the presence of a monolayer 

film on the surface of a cloud droplet has important consequences for atmospheric chemistry. On the 

one hand, such films can act as a barrier to mass transport between the water droplet and the 

atmosphere. Many studies have shown that insoluble films at the interface are able to significantly 

retard both the evaporation of the water droplet itself and the transport of oxygen (O2), ozone (O3), 

ammonia (NH3), and many other important atmospheric species between the water droplet bulk phase 

and the atmospheric bulk phase51–58. This inhibition of cross-interfacial transport could hinder the 

progress of atmospheric reactions that are carried out inside water aerosols and thus rely heavily on 

mass-transport steps across the air/water boundary59. 

On the other hand, the surface film itself can act as a ‘2D solvent’ for species from the atmosphere, thus 

allowing the dissolution of species that would not normally dissolve in a water droplet, or altering the 

solvation behaviour of species that normally would dissolve in the droplet60–64. This effect may play an 

important role in the transport of various species by water droplets, as it allows species that would not 

normally be transported by water droplets to be adsorbed at the coated interface and transported 

thus36. These changes in solvation behaviour at the interface could impact the rates and even natures of 

atmospheric reactions that occur heterogeneously at the surface of such particles. Studies of some 

reactions have shown a reduction in reaction rates, such as the rate of the production of nitric acid 

(HNO3) from dinitrogen pentoxide (N2O5) and water65,66 (a key atmospheric process for the redistribution 

of nitrogen amongst various species in the atmosphere) as a result of the presence of these coatings36. 

The complexity of this effect is demonstrated by the existence of cases in which the opposite is true 

(situations in which organic coatings enhance heterogeneous reaction rates), such as the case of halide 

proton exchange reactions67. 

In sum, the reactivity and properties of these films deserve serious study, as they likely have a vast 

range of effects that are of climatic and meteorological significance, be that by affecting the reactivity of 

the film components and associated SOA production (with all the downstream effects that implies), by 

weakening the Kelvin effect and thus extending the lifetime of reflective clouds, or by modifying key 

atmospheric chemical processes that involve adsorption to the surface of or diffusion into the bulk of 

water droplets. 
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1.6 – Structure of the Thesis 
This chapter has established the importance of organic films at the air/water interface generally. This 

thesis aims to extend the state of the art for study of the oxidation of these films by gas-phase oxidants 

in both a technical and scientific sense. The work consists in part of development of an apparatus and 

method for in situ deployment of Fourier transform infra-red reflection-absorption spectroscopy (FT-

IRRAS) on a neutron reflectometry beamline (the technical component), and in part of reports of 

experiments performed using this apparatus (the scientific component). Chapter 2 introduces these two 

major methods and several complementary methods that have also been used for this work. Chapter 3 

describes the work done to integrate in situ FT-IRRAS with neutron reflectometry, extending a 2017 

paper produced by this research group outlining development of this system to an earlier prototype68. 

The following four chapters then detail the four main avenues of work pursued via the use of this 

apparatus. Each of these extends existing knowledge in this domain in a particular direction. 

First, the oxidation of glycolipids, which have recently been identified as a major component of biogenic 

marine aerosol43, is investigated in Chapter 4. A model glycolipid, galactocerebroside (GCB) is studied as 

a pure film, as a binary mixture with palmitic acid, and as a binary mixture with palmitoleic acid, each 

oxidised by NO3
• (nitrate) radicals, the major atmospheric oxidant present at night41. 

Secondly, the effect of temperature on the oxidation of oleic acid is described in Chapter 5. Oleic acid 

has been established as a benchmark system for long-chain unsaturated fatty acids36. Its oxidation by 

O3, the primary day-time oxidant39, was studied early in the development of this field38,39, with a study of 

oxidation by NO3
• radicals published more recently40. This makes it a good candidate for studying at 

more atmospherically realistic temperatures. 

Thirdly, in Chapter 6, mixed films of oleic and stearic acid are studied, in order to elucidate the effects of 

co-deposition of a comparatively unreactive (to ozone) film component on the oxidation of oleic acid. 

This takes great advantage of the in situ FT-IRRAS capabilities (as do the GCB mixtures reported in 

Chapter 4) to track multiple film components simultaneously. 

Fourthly, Chapter 7 reports preliminary results from an exploratory experiment into the oxidation of 

linoleic acid by ozone, building on recent work that showed two competing oxidation mechanisms69,70. 

This chapter presents data from only one beamline experiment performed at the very end of the time 

spent collecting data for this thesis. It is by its nature incomplete, leaving several questions still 

unanswered, and is presented only as preliminary data pointing the way towards further investigations. 

Chapter 4 is formed mostly of an existing published paper describing the relevant body of work71, with a 

small supplementary section specific to the thesis providing additional information on the underlying 

neutron reflectometry data. Chapter 5 is formed entirely of a paper72 and supplement72 that are 

currently in peer review. As a result, these two chapters carry their own introductions and methods 

sections, which briefly repeat some of the key points of this general introduction before bringing in 

specific introductory material relevant to that particular portion of work. Chapters 6 and 7 are 

presented as traditional thesis results chapters. 

Therefore, more specific introductory material, justifying the importance of the specific work carried 

out, is not repeated here, but will be presented at the start of each respective experimental chapter 

(either as part of the paper or as a section of the chapter). The introduction to the first chapter to use 

ozonolysis (Chapter 5) introduces the ozonolysis mechanism, which also applies to Chapters 6 and 7. 

Finally, a summary is presented, in which the work is discussed chronologically, so that the interleaving 

of the technical developments discussed in Chapter 3 and the scientific progress discussed in Chapters 4 

to 7 can be understood as a coherent whole. This chapter ends with a short summary of the key findings 

of the project. 
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Chapter 2 – Methods 
2.1 – Specular Neutron Reflectometry 

2.1.1 – Reflectivity Basics 
Neutron reflectometry is one of a family of techniques that takes advantage of the differential refractive 

indices (η)c characteristic of a certain particle’s travel through various media. A reflected beam of these 

particles is compared with an incident beam in order to make inferences about the media under study. 

For neutron reflectometry, this particle is the neutron. Such reflection occurs when a beam of incident 

radiation passes from a medium with a higher refractive index to a medium with a lower refractive 

index. The refractive index of the various media with respect to the particle in question is determined by 

interaction between the particle and the various media. The measured property of reflectivity (R)d is 

defined as the intensity of reflected radiation (Iref) normalised to the intensity of incident radiation (Iinc). 

Specular (or regular) reflectometry deals in particular with radiation reflected at an angle with respect 

to the interface (θref)e that is equal to the angle of the incident beam (θinc). 

The refractive index of a material with respect to neutrons is determined by the interactions of the 

neutrons with that material. Neutrons interact with atomic nuclei and indirectly with unpaired 

electrons. Both of these interactions are weak, which means most refractive indices are close to 1, and 

reflection is weak apart from at low θ. Interaction with unpaired electrons (magnetic scattering) is 

dependent on the polarisation of the incident neutron beam. The technique that makes use of this 

interaction, polarised neutron reflectometry, will not be discussed further here. This work makes use 

only of the interaction between neutrons and atomic nuclei. The strength of the interaction between 

neutrons and nuclei depends on the atomic number, mass number, and orientation of nuclear spin with 

respect to the angular momentum of the incident neutron (for nuclei with a nonzero nuclear spin). 

For a medium containing just one type of nucleus with no spin, the scattering of neutrons by nuclei is 

described by the characteristic scattering length (b) of the nucleus, upon which scattering has a 

quadratic dependence. For a medium containing just one type of nucleus with nonzero nuclear spin, the 

scattering will be composed of coherent and incoherent components. For the purposes of unpolarised 

specular neutron reflectometry, only coherent scattering matters and it can be calculated by weighting 

the scattering lengths of the antiparallel (b-) and parallel (b+) nuclear spin orientations in accordance 

with a weighting factor (w-, w+) dependent on the nuclear spin quantum number to produce an 

ensemble averaged scattering length for that nucleus, upon which coherent scattering is has a quadratic 

dependence. For a medium containing multiple types of nucleus, the scattering has a quadratic 

dependence on a simple linear average of the scattering lengths of the nuclei present (averaged across 

b- and b+ contributions according to w- and w+ if necessary), weighted by the number concentration (n) 

of each nucleus. 

The incoherent component of the total scattering is more complex. Total scattering scales with the 

linear average of the square of the scattering lengths of individual nuclei (rather than with the square of 

 
c Refractive index is commonly denoted by n instead of by η, but the latter is employed here in order to avoid 
confusion with the use of n to denote number concentration in Equation 2.1. 
d R was used to denote the universal gas constant in Chapter 1. Generally, efforts have been made to avoid re-
using the same letter to refer to more than one concept. However, sometimes this is not possible without making 
the work hard to reconcile with other literature. When two concepts habitually given the same letter designation 
(such as refractive index and number concentration as discussed in footnote c) are used either in the same 
equation or equations in the same section of the thesis, one of them will be given an alternative designation and 
this will be made clear. Where confusion of two concepts in considered less likely, and no clear alternative can be 
found (as in this case), the same letter designation will be used, and the shift in usage will be explained. 
e θ was used in section 1.2 to indicate potential temperature, whereas here it denotes angle of incidence. 
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the linear average, as for coherent scattering) and the incoherent scattering is the ‘missing’ scattering 

that makes up the difference between coherent and total scattering. Incoherent scattering does not 

contribute to specular reflection (it is non-directional), and is therefore irrelevant to specular neutron 

reflectometry except as a contribution to background scattering. 

This convenient linear combination property for coherent scattering allows the assignment of scattering 

length values to molecules that are simply the sum total of the scattering lengths of the component 

nuclei. It also allows the description of media by a scattering length density (ρ) parameter, which is 

dependent upon the number concentration and scattering length of the species present, and which can 

be calculated with b and n values for atoms or molecules (or even for other units of interest such as 

supramolecular complexes): 

𝜌 =  ∑ 𝑏𝑖𝑛𝑖

𝑖

 

Equation 2.1 

The refractive index (η) of a medium with respect to neutrons can then be expressed as a function of 

the wavelength of the neutrons (λ) and the scattering length density of the medium: 

𝜂 =  √1 −
𝜆2𝜌

𝜋
 

Equation 2.2 

The reflectivity of an interface between media with different refractive indices is dependent upon the 

angle of incidence and on the difference between the refractive indices, which themselves depend upon 

the scattering length density (SLD) values of the media and the wavelength of the neutrons. It is helpful 

for neutron reflectivity to combine the angle of incidence and wavelength into a single parameter, 

momentum transfer (Q)f thus: 

𝑄 =  
4𝜋 sin 𝜃

𝜆
 

Equation 2.3 

This parameter represents the transfer of momentum from a reflected neutron to the media by specular 

reflection at an interface. Reflectivity is therefore dependent on momentum transfer and on the SLD of 

the layers. The neutron reflectometry experiments performed here are white beam time-of-flight (TOF) 

experiments, in which a fixed angle of incidence is used and a range of Q values is probed by 

illuminating the media with a white beam of neutrons made up of neutrons spanning a range of 

wavelengths. The wavelength of a neutron is related to its mass (m) and velocity (v) via Planck’s 

constant (h = 6.626 × 10-34 m2 kg s-1) as expressed in the de Broglie relation: 

𝜆 =  
ℎ

𝑚𝑣
 

Equation 2.4 

Velocity is measured by TOF via the method of allowing pulses made up of neutrons spanning a range of 

wavelengths to enter the instrument at very precisely defined times by the use of a series of rotating 

 
f Momentum transfer is often denoted as κ rather than Q, particularly in the review by Lu et al.1. The latter has 
been chosen for this work as it seems to be in more common use now, and is the convention used by the 
MOTOFIT2 fitting software used throughout this work and explained in more detail in section 2.1.6. 
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choppers and then measuring the time taken to traverse the known distance to the detector in order to 

calculate the wavelength of any given detected neutron. 

If a greater Q range is desired than that which is accessible by the range of neutron wavelengths 

available, then the same system can be studied at various different values of θ, producing multiple 

datasets of a variety of Q ranges, which can then be stitched together into one overall R vs Q plot. 

The three neutron reflectometry instruments used here (INTER, SURF, and FIGARO) are based at two 

different neutron sources (ISIS in Oxfordshire houses INTER and SURF; the Institute Laue Langevin (ILL) 

in Grenoble houses FIGARO), which generate their neutrons in two different ways. At ISIS, neutrons are 

generated by colliding pulses of high-energy protons generated by a synchrotron into a tungsten target, 

causing spallation of neutrons out of the target. These neutrons are, therefore, already provided 

bunched into pulses and the role of the chopper assembly is to ‘shape’ the pulse by cutting out 

undesired wavelengths and preventing ’frame overlap’, in which fast neutrons from a later pulse catch 

up with slow neutrons from an earlier pulse. At the ILL, neutrons are generated continuously from a 

nuclear reactor. In this situation, the choppers must create the pulses as well as shaping them. In either 

situation, the precise timings of the choppers affects the size of these pulses, which introduces 

uncertainty into the calculation of Q due to uncertainty in the exact time at which any given neutron in a 

pulse left the neutron source. This uncertainty is expressed as dQ/Q. 

A further contribution to dQ/Q is caused by variation in the path any neutron might take through the 

entire process between the point at which the pulse is generated and assigned a timestamp, and the 

point at which it is detected and the velocity calculated from the elapsed time between these event. 

Some of this uncertainty in path length comes from the fact that a neutron beam must be of some 

specific width, so any given neutron can travel a variety of paths of slightly different lengths within this 

defined beam path. The width of the beam is determined by a series of cadmium slits placed along the 

beam path. Narrower slits reduce the uncertainty in path length but correspondingly reduce neutron 

flux. The appropriate trade-off between flux and dQ/Q will vary depending on the requirements of the 

experiment. An additional contribution to dQ/Q comes from the fact that the neutron source itself is not 

a point, but has some defined size, and neutrons can be produced from any point within the source, 

some of which are further away from the detector than others. This means that, even for an arbitrarily 

narrow beam, some path length uncertainty will remain. 

2.1.2 – Reflectivity from Monolayers 
The relationship between Q and R for an interface between media of differing SLD values is composed 

of two parts. Below a certain critical Q (analogous to a critical angle for a fixed wavelength neutron 

beam), total reflection is achieved (R = 1). This critical Q is calculated as follows: 

𝑄𝑐𝑟𝑖𝑡 =  √16𝜋𝛥𝜌 

Equation 2.5 

Above this critical Q, R falls off quartically with Q according to a complex formula that, with the 

application of a simplifying assumption that holds for Q ranges that are not close to Qcrit (see Lu et al. 

20001 for a full treatment), reduces to the following: 

𝑅 ≃  
16𝜋2(𝛥𝜌)2

𝑄4
 

Equation 2.6 

A monolayer at an interface, of the sort studied in this work, results in a system with three layers with 

their own SLD values and a defined distance between the two interfaces, or monolayer thickness (τ). 
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The reflectivity from this whole system comes from an interference pattern between reflections from 

two interfaces: 

𝑅 ≃  
16𝜋2

𝑄4
((𝜌1 − 𝜌0)2 + (𝜌2 − 𝜌1)2 + 2(𝜌1 − 𝜌0)(𝜌2 − 𝜌1) cos(𝑄𝜏)) 

Equation 2.7 

This can be extended for systems with more layers, and the SLD and thickness values for each layer, 

along with an SLD for semi-infinite ‘fronting’ and ‘backing’ layers can be fitted numerically to a 

measured R vs Q profile. R vs Q data cannot easily (or, in many cases, at all) be directly transformed into 

values for SLD and thickness by solving these equations analytically, which is why numerical curve fitting 

is required. The cosine dependence of R on Q produces oscillations in the quartic decay of R with Q 

(Kiessig fringes) which, in a manner analogous to Bragg diffraction peaks, are spaced in Q (which has 

units of reciprocal length) in a manner reciprocal to the thickness of the layer. Systems with multiple 

layers produce complicated and ambiguous R vs Q relationships that are often difficult to fit and are 

vulnerable to overfitting, in which ever more and more layers, and thus parameters, can be added to 

the model in order to marginally improve the goodness of fit without corresponding to anything 

physical. 

Fitting of this kind of data requires some assumptions to be made about the structure of the system. Co-

refinement of multiple datasets, for instance on two subphases with different known SLD values to be 

included as ‘backing’ in the fit, can help constrain the model and avoid overfitting. 

The SLD of air is essentially zero, due to its low number concentration. This means that Equation 2.7 can 

be simplified. Further simplification can be achieved for monolayers at an air/water interface by the use 

of null-reflecting water (NRW; also known as air-contrast matched water or ACMW), which also has an 

SLD of zero. NRW is composed of an 8.8% v/v solution of D2O (deuterated water) in H2O. This exploits 

the fact that protium (1H) has a negative scattering length (b = -3.74 fm) whereas deuterium (2H) has a 

positive scattering length (b = 6.67 fm), so the correct balance between them (also taking into account 

b = 5.80 fm for O (weighted average of naturally occurring isotopes)) can produce a solution with 

b = 0 fm. The relationship between R and Q then only depends on the SLD and thickness of the 

monolayer thus: 

𝑅 ≃  
16𝜋2

𝑄4
(2𝜌2 − 𝜌2 cos(𝑄𝜏)) 

Equation 2.8 

It is important to note at this stage that these approximate relations, which hold for values of Q that are 

sufficiently above Qcrit, are provided in order to aid explanation of the general shape of the R vs Q 

relation for reflection from various interfaces, how interference patterns are produced by multiple 

interfaces, and how the system is greatly simplified and thus models more easily fitted by the use of 

NRW as a subphase for monolayers at the air/water interface. The fitting algorithms actually used make 

use of more complicated expressions of the R vs Q relation that hold for all values of Q. 

These expressions also take into account reductions in reflectivity due to surface roughness. No surface 

is completely smooth: Even a completely uncontaminated surface has atomic roughness, and clean 

liquid surfaces cannot be completely free of small (capillary) waves and disturbances caused by thermal 

motion. Roughness suppresses specular reflectivity by essentially introducing a mismatch between θ as 

defined between an incident beam and the overall orientation of the surface, and θ as experienced by 

each individual neutron as the angle of incidence between its direction of travel and the orientation of 

the interface at the exact point of contact that, for a surface with any roughness, will not always exactly 

match the overall orientation of the interface (which is what roughness is). Micro-level specular 
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reflection events are therefore slightly blurred outside the precisely defined specular scattering angle at 

the macro level. 

The fitting also takes into account background scattering, which is mostly Q-independent and due to 

incoherent scattering (which is not Q-dependent). If the Q range of the dataset extends to high enough 

Q values that ‘true’ reflectivity is essentially zero, and all detected neutrons are from Q-independent 

background scattering, then a Q-independent background scattering parameter can be fitted. If not, 

then such a parameter has to be measured via a reflectivity experiment using an air/NRW interface, and 

then fixed at a suitable value inferred from this experiment in the fitting of other R vs Q plots. 

2.1.3 – Calculation of Reflectivity 
Reflectivity is not trivial to measure, as the sensitivity of neutron detectors is not constant as a function 

of λ, and therefore of Q. Neither are the detectors used to measure the incident beam of the same 

overall sensitivity, or sensitivity with respect to Q, as the detectors used to measure the reflected beam. 

The monitors (incident beam detectors) are designed to be low efficiency, so as to remove as little flux 

as possible from the incident beam. Scintillating glass bead arrays are used for this purpose. The main 

detectors are designed to be much more sensitive, in order to improve counting statistics, and are 

composed of helium-3 (3He) tubes. 

In order to effectively measure reflectivity, then, it is necessary to run a transmission experiment in 

which a neutron beam is directed through the monitors and main detectors without being reflected by a 

sample in the interim. With intensity as a function of Q measured for the detector and the monitor in 

transmission and sample runs, reflectivity as a function of Q is calculated thus: 

𝑅(𝑄) =  
𝐼𝑑𝑒𝑡,𝑠𝑎𝑚𝑝𝑙𝑒(𝑄)𝐼𝑚𝑜𝑛,𝑡𝑟𝑎𝑛𝑠(𝑄)

𝐼𝑚𝑜𝑛,𝑠𝑎𝑚𝑝𝑙𝑒(𝑄)𝐼𝑑𝑒𝑡,𝑡𝑟𝑎𝑛𝑠(𝑄)
 

Equation 2.9 

The beam is also passed through any experimental apparatus through which the beam will have to pass 

during measurement runs, in order to correct for any beam attenuation effects such apparatus might 

have (though this is generally kept to a minimum). The performance of transmission runs also takes 

account of the fact that the white beam does not contain a flat distribution of flux with respect to λ, and 

therefore with respect to Q, as well as automatically normalising for variations in incident neutron flux 

during an experiment (except in certain configurations discussed later in this section). 

The remaining effect of the differential flux and detector sensitivity with respect to Q is simply that dR/R 

is greater in regions of Q with lower flux and sensitivity. The distribution of flux with respect to λ is fixed 

for any one neutron source (though the overall flux can be adjusted by manipulating chopper timings, 

which also affects dQ/Q as explained in section 2.1.1), but as Q depends on λ and θ, choice of θ allows 

adjustment of the Q range over which maximum flux is distributed. 

Even after this normalisation, it is possible that sample data may end up mis-scaled due to differences in 

experimental geometry between transmission and sample runs. This tends to happen because the 

reflected beam is more divergent than the transmission beam. The detector sits close behind a cadmium 

slit (one of four used to shape the beam and balance flux against dQ/Q), and so additional beam loss 

from the more divergent reflected beam can be significant. In principle, this could be corrected by 

extending any R vs Q plot to low enough Q that total reflection, which is then Q-independent for Q 

equal to or lower than Qcrit, is definitively observed. R at Q < Qcrit can then be assumed to be 1, and the R 

vs Q dataset scaled accordingly (or a scale factor parameter allowed to float during fitting). In practice, 

sufficient (or any) neutron flux at a low enough Q is often unavailable. This is true for the vast majority 

of this work. In these cases, a calibration with an air/D2O interface, whose Qcrit is within the Q range at 

which the relevant instruments have high flux, must be performed. A parameter for scaling inferred 
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from this data is then fixed when fitting experimental R vs Q datasets collected under the same 

conditions. 

2.1.4 – Deuteration of Monolayer Material 
Equation 2.6 makes clear that greater reflectivity is achieved from an interface with a large change in 

SLD. Equation 2.8 shows how this translates to a very simple dependency for a monolayer at an air/NRW 

interface: The greater the SLD and thickness of the monolayer, the greater the reflectivity. This work 

involves the study of monolayers of fatty acids such as oleic acid, and glycolipids such as 

galactocerebroside. These molecules have b values of around -20 to -40 fm. When spread as a 

monolayer of around 20 Å thickness (roughly the thickness of these monolayers determined by 

ellipsometry3) and a surface area per molecule of around 35 Å2 (about as closely packed as is feasible for 

oleic acid, and a common benchmark surface concentration used throughout this work), this would 

produce a layer with an SLD of approximately -0.4 × 10-6 Å-2. This is possibly strong enough to detect, but 

much of this work deals with tracking reactions that involve deletion of the monolayer, and often 

requires detection of residual monolayers of around an order of magnitude lower surface concentration 

than this benchmark for the concentrations of initial reactant films. For such experiments, the scattering 

of these fatty acids and glycolipids is far too weak to allow meaningful work to proceed. 

In order to be measurable with neutron reflectometry, the fatty acids and glycolipids studied in this 

work are deuterated. This means that they are prepared by specialist organic synthesis teams to have 

some or all of their hydrogen atoms replaced with deuterium (2H; b = 6.67 fm). The natural abundance 

of deuterium (0.02%) is low enough that naturally occurring non-deuterated versions can be assumed to 

essentially have no deuterium, with all hydrogen atoms being protium (1H; b = -3.74 fm). 

d34-Oleic acid, an example of such a deuterated fatty acid, has a scattering length of 328 fm, which, 

under the same spreading thickness and area per molecule (20 Å and 35 Å2, respectively), gives a layer 

SLD of approximately 5 × 10-6 Å-2. This is well within the range of detection of the current generation of 

neutron reflectometry instruments. Therefore, in the correct geometric configuration and with 

sufficient count times, precise measurement of surface concentration values an order of magnitude 

lower than this, which is necessary for some of this work, can be performed. 

It is important to note that, if acidic hydrogen atoms are deuterated (as in d34-oleic acid, where the 

hydrogen bound to the carboxylic acid group is one of the 34 deuterated), then they can, depending on 

the level of acidity, undergo exchange with hydrogen in the NRW subphase. As only 8.8% of hydrogen 

atoms in NRW are deuterated, this will reduce the degree of deuteration of the species of interest 

slightly. For molecules in which a reasonable fraction of hydrogen atoms are acidic, this could introduce 

a significant problem. However, of all the species studied in this work, the highest fraction of hydrogen 

atoms that are at all acidic is the 1/34 or 3% for d34-oleic acid. It was also established by Dluhy and 

Cornell in 19854 that the carboxylic group of oleic acid remains protonated when spread as a monolayer 

at an air/water interface, which implies that any exchange is likely to be slow. The other notably acidic 

protons encountered in this work are located on the carboxylic acid groups of other fatty acids of similar 

chain lengths to oleic acid, and therefore are likely to behave in a similar manner with regards to proton 

exchange behaviour. Any exchange of acidic hydrogen atoms with NRW can therefore safely be ignored, 

as even total exchange would have a minor effect on results, and exchange is likely to be slow. 

Figures 2.1 and 2.2 show the fatty acids and glycolipids studied in this work, in non-deuterated and 

deuterated forms, respectively. There is not an exact 1:1 correspondence between the two, as 

palmitoleic acid was only used as a non-deuterated component, and two deuterated forms of oleic acid 

were used. The deuteration of the acidic hydrogen was inconsistent across suppliers, so, for instance, 

d34-oleic acid and d33-oleic acid were both used. The difference between these two is considered slight 

enough that they are not considered separate compounds under study, and only one variant is 

displayed in Figure 2.2 in each relevant case. 
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Figure 2.1 – Non-deuterated fatty acids and glycolipids. 
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Figure 2.2 – Deuterated fatty acids and glycolipids. 

2.1.5 – Selection of Q Range 
Despite the reasonably high SLD values for these monolayers, they are thin enough (τ ≃ 20 Å) that Qcrit is 

below the Q threshold of the current generation of reflectometry instruments. The rapid fall-off (quartic 

dependency) of R on Q means that only the tail of the R vs Q curve is observable, with R values around 

10-2 at Qmin ≃ 0.01 Å-1 and undetectable from a largely Q-independent background above Q ≃ 0.25 Å-1. 

This Q range is not accessible all at once and, depending on the requirements of the experiment in 

question, different Q ranges are measured. 

For kinetic experiments, where the system is changing rapidly and so a high time resolution is required, 

a low Q range (approximately 0.01 to 0.1 Å-1
 is typical) is employed in order to achieve the highest 

possible flux at the detector (by measuring higher R regions of the R vs Q curve). When using INTER at 

ISIS, this allows for count times of around 20 seconds. For very fast kinetics, the higher flux of FIGARO at 

the ILL allows for count times as low as 5 seconds. This higher flux is accessible due to the continuous 

beam source, which can be shaped into long, closely spaced pulses using very relaxed chopper timings 

for this purpose. Such behaviour creates very high dQ/Q values of ~10%. However, the rather 

featureless R vs Q curve produced by a very thin monolayer at an air/NRW interface is devoid of Kiessig 

fringes that require precise Q resolution, so this poor Q resolution is not as detrimental to the fitting as 

would be the case for more complex systems. 
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The weakness of measuring in such a low Q domain, however, is that no part of the Q range is 

dominated by Q-independent background scattering, and so, for very weakly reflective systems, it can 

be difficult to distinguish between signal and background. This means that measured air/NRW systems 

have to be used to inform the fixing of a Q-independent background scattering parameter in the fit. 

There is some natural drift in the background scattering over time, meaning that this is not always 

sufficient for measurement of very weakly reflective systems.  

Some of this work has required precise measurement of systems in which the scattering signal is very 

close to the background, and measurement across this low Q range and fitting with a measured and 

fixed background parameter has not been found to be suitable. For these systems, in which the most 

important consideration is reliable measurement of very small signals and reliable discernment between 

background and signal, use of a higher θ experimental geometry and therefore a higher Q range 

(typically around 0.03 to 0.3 Å-1) is necessary. This Q range includes the point at which reflectivity from 

the system has subsided to be essentially nothing but background scattering, meaning that a Q-

independent background parameter can be fitted to each individual measurement, allowing variation in 

background to be taken into account. The trade-off here is with flux at the detector, as higher Q regions 

of the spectrum that have significantly lower reflectivity and therefore higher count times (often 5 

minutes or more for weakly reflective systems) are required to produce data of sufficient statistical 

quality for fitting. This means that this geometry is poorly suited to measuring kinetic parameters for 

fast reactions. 

A data collection paradigm that came into effect at ISIS during the course of this work has provided new 

options for the manipulation of some of these trade-offs. Event Mode data collection involves making 

no up-front decision about the amount of time to count each frame. Instead, each experiment is 

collected as one long frame, which can then be sliced into frames of any desired length (including mixed 

lengths across an experiment) in the course of data processing. This removes the need to estimate 

beforehand how much count time is required to achieve sufficient statistical data quality for good 

fitting, and has allowed for much more precise use of high-Q data. 

2.1.6 – Data Processing 
The various normalisations and fitting processes described in sections 2.1.1 to 2.1.5 can be broken down 

into two distinct groups that are handled by two different software packages. The interpretation of raw 

neutron counts from detectors and monitors, normalisation to transmission runs, and slicing of Event 

Mode data into frames forms the first group of processes, the output of which is a series of R vs Q 

curves for each frame. The second process involves the fitting of model parameters to these R vs Q 

curves, and correcting for scaling and Q-independent background scattering. 

For INTER data, a Python-based development and data visualisation environment, MantidPlot5, is used. 

The basic function that slices one frame out of an Event Mode dataset and processes it into an R vs Q is 

a facility standard, and wrappers have been written as part of this workg that call that function 

iteratively with the appropriate parameters (which vary according with different θ setups) and export 

the R vs Q curves. For early INTER data collected before Event Mode was introduced, the slicing 

component is absent. For FIGARO data (for which Event Mode is unavailable as the system has not yet 

been introduced at the ILL), the relevant software package for the processing of neutron detector data 

into R vs Q curves is COSMOS, part of the LAMP analysis package6. 

Once these R vs Q curves have been produced, a number of tools exist for fitting model parameters to 

the curves and correcting for scaling and Q-independent backgrounds (or fitting the same, as desired). 

For this work MOTOFIT2 has been utilised. This package is written in the data analysis focused high-level 

 
g These are included in full in Appendix 1, along with functions written for other parts of this analysis. 
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language Igor and designed to run as an extension in the development and visualisation environment 

Igor Pro. 

For all this work, fitting scale factor corrections is not possible because Qcrit < Qmin always obtains. 

Instead, an R vs Q curve for an air/D2O interface is fitted, with all model parameters held at values that 

are known for this system and only the scale factor allowed to float. This fitted scale factor is then fixed 

for all other fitting from the same experimental session. 

Some of this work requires a similar process (with an air/NRW interface) to be run to obtain a Q-

independent background parameter that is then fixed for other fitting for experiments run with the 

same batch of NRW subphase. However, some of this work uses R vs Q curves with a high enough Qmax 

that, across a sufficient Q range, only background reflectivity is measured. In these cases, the Q-

independent background parameter can be fitted as part of the fitting procedure for the sample data 

itself, and does not need to be held constant at a value fitted to a separate air/NRW background 

measurement. This improves accuracy somewhat, as background scattering is not entirely constant. 

Roughness parameters (one each for the two interfaces either side of the monolayer) are highly 

correlated with τρ for these systems and so cannot be fitted, but are instead assumed to be roughly 

equivalent to values fitted to an air/D2O system. 

When fitting τ and ρ parameters to a measured R vs Q dataset, τ and ρ turn out to be multiplicatively 

dependent variables, meaning that it is the value of τρ, rather than the individual values of τ and ρ, 

which affect the fit. This means that, if an R vs Q curve is defined by a certain pair of τ and ρ parameters 

(τ = y; ρ = x), then an identical curve will be defined by the parameters (τ = y/n; ρ = xn). This is true for 

values of τ and ρ that are reasonably close to their fitted minimum, though unphysically low, high, or 

negative values for either parameter will break down this relation. 

As a result of this, if τ is set to an arbitrary value within sensible bounds (the bounds will be set by the 

nature of the fitting algorithm: Negative or absurdly high values could cause the fit to fail), then ρ will be 

dependent on the chosen value of τ. If the fit is repeated with the value of τ n times higher, then all the 

fitted values of ρ will be scaled by 1/n, leaving τρ completely unchanged. It would be equally 

mathematically viable, though somewhat physically vexing, to set ρ to an arbitrary yet vaguely realistic 

value and use τ as the fitted parameter. The values of τρ would be no different. 

This multiplicative dependence means that it is really a τρ parameter, rather than a τ or ρ parameter, 

which is fitted by the minimisation algorithm. The fitting cannot distinguish between two model layers, 

one of which is twice as thick but half as dense as the other. Values of 20 Å are used for τ throughout 

this work, as that has been indicated to be approximately appropriate for these systems by earlier 

investigations3,7 , but it does not affect the fitted τρ values if this is not quite physically realistic. 

Indeed, it does not actually affect the fitting if the slab-like monolayer model itself is not entirely 

physically realistic. Lu et al. demonstrate that the shape of the distribution of ρ in the z-direction is more 

reasonably described by a Gaussian function, but also demonstrate that this does not affect the derived 

τρ1. 

This fitted parameter τρ, which has units of inverse length, can be conceptualised as a 2D concentration 

of scattering length, analogous to ρ but for a surface, rather than bulk, concentration. This measured τρ 

parameter is related to the surface concentration (Γ) of a single species with a known scattering length 

by the following simple relation: 

𝛤 =
τρ

𝑏
 

Equation 2.10  
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This is appropriate if the experiment is following the evolution of a single-component film at the 

interface. However, when a reaction is occurring at the interface, any products that remain at the 

interface will also contribute to τρ. As a first approximation, for the fatty acid and glycolipid systems 

studied in this work, τρ can be taken to be tracking the presence of deuterated species at the interface. 

This is because non-deuterated hydrocarbons have scattering lengths quite close to zero, as the 

negative scattering length of 1H and the positive scattering length of carbon (C) mostly cancel each other 

out, whereas deuterated hydrocarbons have strongly positive scattering lengths. For most situations, 

the contribution of non-deuterated species can be ignored. This allows for the use of partially 

deuterated reactants in order to investigate the partitioning to the surface (or lack of it) for various 

reaction products. 

Situations in which multiple species contribute significantly to τρ require more careful treatment. These 

systems can only be disentangled by making certain assumptions about the system. In these cases, τρ 

can be expressed as a function of multiple contributions thus: 

𝜏ρ = ∑ 𝛤𝑖𝑏𝑖

𝑖

 

Equation 2.11  

Disentangling the various contributions will, in many cases, not be possible, but an example of a 

situation in which it is possible, and which is used in this work, is one in which only one reactive 

component is present amongst any number of inert components, and in which products of the reaction 

with a significant scattering length can safely be assumed not to be present in significant quantities at 

the interface (as is often the case at least early in a reaction). A single scattering length parameter for 

the modelled unified unreactive components can be calculated from their scattering lengths and their 

total and individual surface coverages, which are assumed to be constant throughout the reaction in 

progress and calculated as follows: 

𝑏𝑖𝑛𝑒𝑟𝑡 =  ∑
𝑏𝑖𝛤𝑖

𝛤𝑖𝑛𝑒𝑟𝑡

𝑛

𝑖 = 1

 

Equation 2.12  

The surface coverage of the reactive compound can then be calculated thus: 

𝛤𝑟𝑒𝑎𝑐𝑡𝑖𝑣𝑒 =
ρ𝜏 − 𝛤𝑖𝑛𝑒𝑟𝑡𝑏𝑖𝑛𝑒𝑟𝑡

𝑏𝑟𝑒𝑎𝑐𝑡𝑖𝑣𝑒
 

Equation 2.13 

For more complex systems, explicit numerical modelling of the process must be carried out. Models that 

describe the kind of reactions studied in this work, and then calculate R vs Q curves across the course of 

the reactions that can be compared with experimental data, do exist (and exist for much more complex 

systems than a single monolayer reacting with a gas-phase oxidant). These models, namely KM-SUB8, 

K2-SUB9, and KM-GAP10, may be used in simplified forms to inform interpretation of some of the 

neutron reflectometry data collected in the course of this work. These models also take into account 

reflectivity contributions from surface-partitioned products, which allows use of the whole timeframe of 

a reaction for the calculation of kinetic parameters. 
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2.2 – Fourier Transform Infra-Red Reflection-Absorption Spectroscopy 

2.2.1 – Vibrational Spectroscopy Basics 
Infra-red (IR) spectroscopy is a long-established technique for qualitative and quantitative chemical 

analysis. The fundamental principle of IR spectroscopy is the absorbance of photons in the mid-IR 

spectral region (400 to 4000 cm-1) by molecules with a matching resonant vibrational frequency and the 

subsequent excitation of the relevant vibrational mode to a more excited state. The vibrational modes 

which exhibit these resonant frequencies are generally covalent bonds (stretching modes) or 

combinations thereof (such as two-bond three-atom rocking modes). The fundamental absorbance 

wavenumber (ω) of a particular vibrational mode for a stretching mode is a function of the spring 

constant for the bond (k), the reduced mass (μ) of the system, and the speed of light in a vacuum 

(c = 3 × 108 m s-1): 

ω =  
1

2𝜋𝑐
√

𝑘

𝜇
 

Equation 2.14 

The reduced mass is a function of the individual masses of the atoms: 

𝜇 =  
𝑚1𝑚2

𝑚1 + 𝑚2
 

Equation 2.15  

This gives the characteristic wavenumber for the transition from the vibrational ground state (v = 0)h to 

the first excited state (v = 1). Overtones, which are transitions from the ground state to higher excited 

states (v > 1), would be predicted by a simple harmonic oscillator approximation to be observed at 

integer multiples of the fundamental frequency. The simple harmonic approximation becomes less and 

less valid at more excited states, where a Morse potential, which more precisely describes the energy 

profile of a chemical bond with respect to internuclear distance, must be used instead. A Morse 

potential model predicts that overtone bands will be observed at lower wavenumbers than simple 

integer multiples of the fundamental wavenumber, with greater deviation from simple multiples as one 

moves further from the ground state. This is because the evenly-spaced energy levels of the simple 

harmonic approximation deviate further from the energy levels of a Morse potential with increasing 

energy, as Morse energy levels eventually converge to a limiting value (the energy necessary to break 

the bond). 

However, these overtones are generally very weak due to the selection rule for IR absorbance, which 

only permits IR transitions with particular symmetry properties and requires a change in dipole moment 

for the transition to be allowed. The physical justification for the IR selection rule is complex and is of no 

concern here; the relevant outcome is that overtones are completely forbidden in the harmonic 

oscillator approximation, but are, in practice, weakly observed due to the departure of the more 

realistic Morse potential from the harmonic oscillator approximation11. 

Hot bands (transitions from states above the ground state, for instance from v = 1 to v = 2) would be 

predicted by a simple harmonic approximation to occur at the same wavenumber as the fundamental 

wavenumber or the overtone wavenumber that represents a step of the same number of energy levels. 

However, the gradually converging energy levels of the Morse potential, which is more realistic, predict 

that hot bands will be observed at slightly lower wavenumbers than the fundamental wavenumber or 

 
h For IR purposes, v is used to denote the vibrational energy state, rather than velocity (as in the TOF equations in 
section 2.1.1). 
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corresponding overtone. Fortunately, hot bands are rarely observed, as the population of excited states 

at or below room temperature is almost zero. 

As a result of the weakness of overtones and hot bands, IR spectroscopy of the large molecules studied 

in this work is dominated by absorbance at the fundamental frequency. 

2.2.2 – Absorbance of Hydrocarbon Tails 
The IR spectroscopy carried out in this work focuses on one particular absorbance band – that 

associated with C–H stretching vibrations. This bond is heavily represented in the fatty acid and 

glycolipid molecules studied in this work, which consist of either a carboxylic acid or sugar head group 

and one or more hydrocarbon tails. It is these tails, made up almost exclusively of –CH2– groups, which 

account for this absorbance. 

This C–H absorbance is split into multiple absorbance bands. In order to understand this, it is necessary 

to conceptualise the vibrational transition not as being undergone by a single C–H bond, but by the 

entire –CH2– group. Strictly, vibrational transitions are undergone by the entire molecule, which has 3n-

5 vibrational modes, where n represents the number of atomsi. This holds unless the molecule is linear, 

in which case it has one fewer vibrational mode and one more rotational mode; this is only a formal 

distinction as rotational and vibrational modes are both simply combinations of atomic movements 

classified by group theory. However, the vibrational modes that are relevant to IR spectroscopy 

generally apply to groups of three or four atoms within the molecule, so a functional group-based 

conceptualisation is appropriate12. 

C–H bonds within fatty acids and glycolipids can be classified as part of =CH–, –CH2–, or –CH3 functional 

groups. =CH2 groups and triple-bonded groups are possible, but do not occur in any of the species 

studied in this work. For the large saturated or mono-unsaturated molecules studied in this work, –CH2– 

groups greatly outnumber –CH3 groups (present only at tail termini) and =CH– groups (present only on 

unsaturated tail groups and only accounting for two C–H bonds per mono-unsaturated tail). The 

practical result of this is that the dominant contribution to the C–H absorbance band is from –CH2– 

groups, =CH– bands are too weak to be visible, and –CH3 bands are not significantly differentiated from 

–CH2– bands due to their similar absorbance frequency and low abundance in the molecules under 

study. 

The –CH2– absorbance, however, is split into two distinct bands. This is because there are two stretching 

vibrational modes associated with the group: symmetric and asymmetric. These two vibrational modes 

absorb at different enough frequencies to split the –CH2– absorbance peak in two. The change in dipole 

moment associated with the asymmetric stretching mode is larger, and this means that this band is 

stronger. This produces the two distinct –CH2– stretching peaks that are used in this work to measure 

the presence of fatty acids and glycolipids. The –CH3 stretch is sometimes observable as a shoulder on 

the –CH2– asymmetric peak. In principle, each distinct –CH2– group on the molecule could be said to 

produce a separate peak, as each will absorb at a marginally different frequency due to its position 

relative to other functional groups on the molecule. In practice, this difference is small and manifests as 

a broadening, rather than splitting, of the peaks. 

IR absorbance bands also exhibit a strong isotopic dependence, particularly for hydrogen. Equation 2.13 

shows that the absorbance frequency depends on the reduced mass of the relevant atoms. Equation 

2.14 shows how the reduced mass depends on the individual atomic masses. The atomic mass of 

deuterium is close to double that of protium. Carbon is many times heavier than either isotope of 

hydrogen, meaning that the denominator of the reduced mass fraction increases only slightly on the 

 
i Rather than number concentration, as n represents in the earlier discussion of neutron reflectometry in section 
2.1. 
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isotopic substitution of protium for deuterium, but the numerator doubles. This means that the reduced 

mass is nearly doubled by such an isotopic substitution. 

This results in significantly different IR absorbance wavenumbers for deuterated versus non-deuterated 

hydrocarbon tails. –CH2– symmetric and asymmetric vibrational modes absorb at around 2850 and 2920 

cm-1 respectively, whereas the corresponding –CD2– modes absorb at around 2100 and 2200 cm-1. The –

CD2– bands are also generally weaker than their corresponding –CH2– bands. 

Carbon occurs naturally in 12C and 13C isotopes. The natural abundance of ~1% for 13C, along with the 

relatively small effect on the reduced mass of this isotopic difference, means that the peaks are not 

observed to split at the levels of resolution used in this work. Rather, this is just another broadening 

effect. 

The sensitivity of IR to C–H bonds provides a strong complement to the sensitivity to deuterium 

exhibited by neutron reflectometry. This allows for the study of monolayers made up of two 

components, one of which is deuterated and the other of which is not. The non-deuterated component 

will be invisible or near-invisible to neutron reflectometry due to the similarity of SLD between such 

components and air/NRW, meaning that the neutron reflectometry data will near-exclusively allow 

measurement of the deuterated component. Simultaneously, the FT-IRRAS data will allow for tracking of 

the non-deuterated component, as well as providing an additional supporting dataset for tracking the 

deuterated component if required. IR spectroscopy also provides the ability to study the molecular 

environment, as it is fundamentally a molecular technique, which ideally complements the nuclear focus 

of neutron reflectometry.  

2.2.3 – Reflection-Absorption Geometry 
Traditional IR experiments are performed in transmission geometry, in which the substance to be 

measured is spread upon or somehow incorporated within a substrate that is transparent to IR in the 

spectral regions of interest. Measuring monolayers at the air/water interface with such a configuration 

is not feasible, as water strongly absorbs IR radiation. 

This problem was overcome in 1985 by Dluhy and Cornell, who demonstrated for the first time the 

measurement of monolayers at the air/water interface using reflection-absorption geometry4. The 

technique takes advantage of the fact that monolayer films at the air/water interface reflect around 6% 

of mid-IR radiation incident upon their surface from the air side13. Using an array of mirrors (one planar 

and one spherical) to direct and focus a beam of IR radiation on the interface, and another array of 

mirrors (one spherical and one parabolic) to return the reflected radiation to a parallel beam and 

refocus it onto a detector, a single beam spectrum of reflectance (R)j as a function of wavenumber can 

be collected. 

The measurement of this spectrum is performed using a white beam of mid-IR radiation, which is passed 

through a Michelson interferometer. The interferometer splits the beam into two beam paths, one of 

which is reflected off a stationary mirror, and the other off a moveable mirror, before recombining the 

two paths and passing the resultant combined beam on to a detector. The moveable mirror is then 

swept through a continuous range of positions with respect to the beam-splitter, and the intensity of 

radiation incident upon the detector is measured as a function of the difference in length between the 

two paths, producing an interferogram. The IR radiation will interfere constructively or destructively to 

various degrees with itself as a function of the relationship between the wavenumber of the radiation 

and the path length difference. As a result of this, performing a Fourier transform on the interferogram 

results in a spectrum of reflectance as a function of wavenumber. 

 
j Reflectance is the same concept as reflectivity (as discussed in the context of neutrons in section 2.1), but the 
term ‘reflectance’ is more common in IR spectroscopy. 
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This single beam reflectance spectrum must then be compared with a reference single beam reflectance 

spectrum for a clean air/water interface (R0) in order to produce a reflectance-absorbance spectrum 

(RA) as a function of wavenumber for the monolayer: 

𝑅𝐴(𝜔) =  − log
𝑅(𝜔)

𝑅0(𝜔)
 

Equation 2.16 

The absorbance bands for –CH2– and –CD2– stretches observed in this work have the unusual quality of 

being negative. That is, absorbance is actually lower at the characteristic absorbance wavenumber for 

the vibrational transition than in the reference spectrum, rather than higher, as would be expected from 

the basic picture of photons being absorbed by the molecule in order to facilitate the excitation of the 

vibrational mode in question. This peculiarity arises from the reflection-absorption geometry because of 

the low attenuation constant of the surface monolayer, which results in a suppressed imaginary 

component of its complex refractive index14 (the physics behind which is out of scope here). These 

negative absorbance bands were observed by Dluhy and Cornell in their pioneering experiment4 and 

had previously been observed on a metallic reflective substrate15. 

The reflection-absorption geometry has been signified by a number of abbreviations and acronyms by 

different research groups, with no one candidate able to emerge as a clear favourite. RAIRS has been 

recommended by IUPAC16, but IRRAS is common in the literature13,17. Incorporating the Fourier 

transform element to give FT-IRRAS is the preferred formalism for this work. 

2.2.4 – Practical Considerations 
Due to the weak signal all-round (which is a result of the fact that only ~6% of the incident beam is 

reflected by the interface), the thinness of the monolayer, and the low extinction coefficients of the 

large molecules studied in this work, a highly sensitive Hg-Cd-Te alloy (commonly referred to as MCT, 

from Mercury, Cadmium, Telluride) detector is required. This has to be kept cold using a regularly 

refreshed liquid nitrogen (N2) reservoir. 

The setup is very sensitive to the precise focusing of the incident beam on the interface, and the 

effective parallelisation and refocusing of the reflected beam onto the detector. The set of four 

moveable mirrors of various geometries (not counting the moveable mirror in the Michelson 

interferometer, which is electronically controlled as it has to be repeatedly swept throughout 

measurement), combined with the vertical position of the interface with respect to the mirror assembly 

and the position and rotation of the MCT detector and IR source (which cannot be relied upon to be 

sufficiently collimated for such an extended path length), gives the system a total of 19 practical degrees 

of freedom, many of which are coupled in unintuitive ways. 

The complex nature of this setup and the ensuing difficulty of integrating it into many experimental 

configurations means that the technique is still not routine (except in the case of measurements of 

static systems in small quantities (monolayer areas of only a few tens of cm2 in most cases) for which 

some standardised inserts for FT-IR spectrometers are available), and it generally falls to the individual 

researcher to adapt the method to their circumstances and deploy the relevant equipment in order to 

do so17. Performing this development task for the study of the reaction of monolayers with gas-phase 

oxidants as part of an in situ experiment with neutron reflectometry makes up a large part of this work, 

and is covered in detail in the method development chapter (Chapter 3). 

Suppression of atmospheric interference is a significant challenge for FT-IRRAS experiments. CO2 and 

H2O in the atmosphere absorb strongly in the mid-IR region, and very slight changes in the 

concentration of these in the region through which the beam passes between R and R0 measurements, 

such as those caused by breathing, will produce strong signals in the RA spectrum. This can be avoided 
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by placing the entire setup in a dry purged environment such as a flow of N2. However, the presence of 

the water subphase means that this will still not fully eliminate H2O from the atmosphere, and its 

concentration over the subphase may still be somewhat variable, especially as the IR beam can heat the 

surface18. 

One solution to this is a dual-trough shuttle system developed by Flach et al. in 199419, in which a 

subphase-only reference trough, from which R0 can be measured, is moved in and out of the beam at 

regular intervals throughout measurement, allowing R and R0 to be collected in near-identical humidity 

conditions, but this further increases the size and complexity of the setup and so may not be practical in 

all cases. Another method for suppression of all gas-phase interference is that of polarisation 

modulation (PM-FT-IRRAS or simply PM-IRRAS). This method involves fast modulation between p- and s-

polarised IR beams and the calculation of a resultant spectrum via combination of the multiple spectra 

produced. The details of the calculations are of no concern here (see Blaudez et al.20 and Buffeteau et 

al.21 for more information); the outcome is the suppression of signal from all randomly-oriented species 

at a particular wavenumber, and gradually decreasing efficiency of suppression with difference from this 

wavenumber. This suppresses gas-phase contributions but also suppresses contributions from 

randomly-oriented surface species, which makes the technique unsuitable for the measurement of 

surface species that do not exhibit a reasonable degree of order at the interface, including some studied 

in this work. The approach taken to atmospheric interference and humidity considerations in this work 

will be covered in the method development chapter (Chapter 3). 

2.3 – Wilhelmy Plate Tensiometry 
Wilhelmy plate tensiometry was used routinely for various experiments throughout this work, most of 

which were conducted off the neutron beamline, to characterise surface films and determine 

appropriate spreading volumes for the preparation of monolayer films for NR/FT-IRRAS experiments. It 

was also used to check that the behaviour of the films, particularly at low temperatures or on salt water 

subphases, was within expected bounds and that various assumptions made during the interpretation of 

data from NR/FT-IRRAS experiments remained valid across the range of conditions that were studied. 

This was integrated with Brewster angle microscopy measurements (discussed in section 2.4) and some 

FT-IRRAS experiments. 

Wilhelmy plate tensiometry allows for the measurement of the surface tension (γ) of an air/water 

interface. For measurement of interfacial monolayers, the measurement of interest is surface pressure 

(Π)k of the monolayer, which is the difference in surface tension between the clean interface (γ0) and 

the interface bearing the monolayer thus: 

Π =  𝛾0 − 𝛾 

Equation 2.17 

This is generally calculated automatically by the measurement and control software, providing that it 

has previously been used to measure a clean interface to establish a zero point. 

The measurement is performed by suspending a small thin object (a Wilhelmy plate) of a defined 

thickness (d) and width (w) above the interface and lowering it until it is partially submerged within the 

subphase and a contact meniscus has formed, then raising it until the bottom of the plate is roughly 

aligned with the undisturbed interface. The force (F) exerted by the meniscus on the plate is then 

measured by a tensiometer, and the surface tension is calculated as follows: 

 
k As mentioned in section 1.4, lower-case π is commonly used to denote surface pressure, but it is denoted with 
the upper-case letter Π here in order to avoid confusion with the mathematical constant π employed in Equation 
2.19 and elsewhere. 
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𝛾 =
𝐹

(2𝑤 + 2𝑑) cos 𝜃
 

Equation 2.18 

For water subphases, the contact angle (θ)l is generally assumed to be zero, which represents the 

limiting case of total wetting22. For the paper Wilhelmy plates commonly used, it is necessary to allow 

the system to equilibrate for some time in order to reach a state where this assumption is valid. This can 

largely be avoided by using a more expensive torched platinum rod in place of a paper Wilhelmy plate. 

The width and depth considerations relevant for the cuboidal plate are then replaced by a radius (r) 

dependency for the cylindrical rod: 

𝛾 =
𝐹

(2𝜋𝑟) cos 𝜃
 

Equation 2.19 

The measurement of interest for monolayer films at the air/water interface is generally that of the 

variation of Π as a function of surface area per molecule (A). This function is a Π-A isothermm, and 

contains significant information about the structure of the monolayer at various surface concentrations. 

Measurement of this isotherm is achieved using a Langmuir trough equipped with electronically 

controlled partial barriers and a Wilhelmy plate tensiometer. The control software calculates Π from a 

measured γ (and a measured reference γ0) and records it as A is gradually varied by sweeping the 

barriers across the subphase and therefore compressing and expanding the interface under 

measurement as required. 

2.4 – Brewster Angle Microscopy 
Brewster angle microscopy (BAM) is a microscopy technique used to image thin films adsorbed at 

interfaces in a manner which reveals the density of material at the interface and some information 

about its packing and orientation. It is used in this work, in concert with Wilhelmy plate tensiometry, to 

study the structure of monolayer fatty acid and glycolipid films at air/water interfaces, particularly 

mixed films, and provide additional information for interpretation of neutron reflectometry and FT-

IRRAS data that otherwise eludes simple explanation. 

BAM takes advantage of the fact that, at a particular characteristic angle called the Brewster angle (θB), 

which is a function of the refractive indices (η)n of the subphases, p-polarised light passing from 

subphase 1 to subphase 2 is entirely transmitted, therefore reflectivity is zero23. This angle can be 

calculated from the refractive indices thus: 

𝜃𝐵 = arctan (
𝜂2

𝜂1
) 

Equation 2.20 

In 1991, Hönig and Möbius24 took advantage of this in order to produce microscopy images of surface 

monolayers of 1,2-bis(dimethylphosphino)ethane (DMPE) at an air/water interface. By illuminating the 

surface with p-polarised laser light at the air/water Brewster angle (53.15°), they acquired a reflected 

image that was sensitive only to the presence of DMPE at the interface, for which the Brewster angle is 

different, and which therefore was not being illuminated under Brewster angle conditions and exhibited 

 
l θ was used in section 1.2 to indicate potential temperature, whereas here it denotes contact angle. This is a 
similar concept to angle of incidence, which was denoted θ in section 2.1. 
m Commonly π-A instead of Π-A isotherm, but the latter is used here (see footnote k). 
n Refractive index is commonly denoted by n instead of by η, but the latter is employed here in order to maintain 
consistency with section 2.1, which uses η in order to avoid confusion with number concentration (see footnote c). 
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some reflectivity. Building on this work, Cohen Stuart et al. developed a compact and economical BAM 

that could be constructed from standard optical components25. 

The combination of an illuminating laser and a microscope to focus detection on a small region of the 

interface means that BAM images tend to be bright enough to be collected real-time, and can even be 

recorded as video. Focusing trade-offs may have to be made, however, as the proximity of the objective 

lens to the interface at a non-normal angle means that the focal length is only correct at one particular 

line across the interface. For photos, the focus can be swept across a small range as the image is 

recorded in order to correct for this, but this is more problematic for video recording. 

2.5 – Ultraviolet-Visible Spectroscopy 
Ultraviolet-visible (UV-Vis) spectroscopy is a chemical analysis technique that works in an analogous way 

to IR spectroscopy, except that electronic, rather than vibrational, excitations are measured26. UV-Vis 

spectroscopy is used in this work in a routine manner to calibrate the ozonisers that are used to produce 

O3 for use as a gas-phase oxidant or a precursor to such oxidants. A simple transmission geometry is 

utilised, in which absorption (a)o is calculated from the intensity of sample (I) and reference (I0) beams of 

UV light at 254 nm (a characteristic absorbance wavelength for O3). This is used to deduce the 

concentration (c) of O3 produced by the ozoniser in various states via the Beer-Lambert law, which 

relates absorption to concentration, path length (l) and extinction coefficient (ε) thus: 

𝑎 =  −log
𝐼

𝐼0
= 𝜀𝑐𝑙 

Equation 2.21 

For this work, ε is taken as 1.13 × 10-17 cm-2 from Daumont et al.27. 

Calibration proceeds by measuring the concentration at various settings on the ozoniser, and calibrating 

using a simple straight-line fitting. An example of a calibration plot is shown in Figure 2.3. 

 

Figure 2.3 – Example of an ozoniser calibration plot. 

 
o Absorption is normally represented by an upper-case A, but the lower-case a is used here to avoid confusion with 
the usage of upper-case A to denote surface area throughout the rest of the thesis. 
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Chapter 3 – Method Development 
3.1 – Introduction and RSC Advances Paper 
A large part of the work undertaken throughout this PhD project consisted in the design, manufacture, 

and testing of the bespoke reaction and analysis chamber. The early period of development on this 

chamber was reported in a technical paper published in RSC Advances in 2017. The paper forms the bulk 

of this method development chapter. 

It is important to note that, unlike the papers presented in Chapters 4 and 5, the text of this paper was 

not authored by me. This introduction is intended to also serve as a declaration of my contribution to 

the work that is described in the paper. 

The initial idea for the combination of neutron reflectometry and Fourier transform infra-red reflection-

absorption spectroscopy (NR/FT-IRRAS) was conceived by Dr Maximilian WA Skoda (the paper author 

and principal beamline scientist at the INTER white beam reflectometry instrument at ISIS) and Dr 

Christian Pfrang (the research programme leader). Drs Skoda and Pfrang developed an early prototype 

of the reaction chamber by modifying an example of the standardised reflectometry trough chamber 

used at ISIS for air/water interface experiments and making some preliminary measurements on INTER 

(experiment RB 1510605). Armed with proof of concept, and with another period of beamline access on 

INTER already granted (experiment RB 1520459) they undertook to take on a PhD student (me) in order 

to develop the concept further and put it to use as a tool for studying oxidation reactions at the 

air/water interface. 

Experience from experiment RB 1520459 on INTER and offline testing and experimentation with the 

original prototype eventually led to the development of the reaction and analysis chamber, plus the 

array of adjustable mirrors, described in the RSC Advances paper. The designing of the chamber was 

performed by Dr Skoda, Jacob Simms of the ISIS workshop, and me, based on information and ideas 

gleaned from my experimentation with the prototype and decisions as to what major changes needed 

to be made in order to increase the quality of the IR spectroscopy data, combined with Dr Skoda’s and 

Mr Simms’s extensive existing experience with designing and deploying bespoke analysis solutions for 

neutron science applications. The data presented in the RSC Advances paper as case studies of the 

technique in action was collected during experiment RB 1520459 by Dr Skoda, Dr Pfrang, and me, with 

additional preparatory support from Dr Kunal Rastogi. The processing of the data was carried out by Dr 

Skoda and me. The interpretation of the mixed layer data in section 3.3 of the paper was based on an 

idea generated by Dr Skoda. The Brewster angle microscopy images in Figure 5 of the paper were 

obtained by Dr Federica Sebastiani during her work with Dr Pfrang and Dr Richard Campbell at the ILL in 

Grenoble. 

What follows is the RSC Advances paper in its entirety. The introduction briefly covers some of the 

ground already covered in the preceding methods chapter (Chapter 2); the rest of the paper is focused 

on describing the precise details of the method as far as it had been developed at the time of 

publication, and briefly touches on some case study data, some of which will be revisited in later results 

chapters (Chapters 4 to 7). After the publication of this paper, I took more firm responsibility for the 

ongoing development of the experimental setup, and worked closely with the ISIS workshop and design 

teams in order to develop several later iterations. These iterations are described in the rest of this 

method development chapter. The reaction and analysis chamber as described in the RSC Advances 

paper was used for experiment RB 1610500 on INTER at ISIS. 

At the time of this paper’s publication, I was using the surname ‘Thomas’. 
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3.2 – Improvements to Height Adjustment 
The preparation of an air/water interface involves decanting approximately 80 mL of water subphase 

into the trough, followed by cleaning the surface using a vacuum pump. The variable amount of water 

removed in the cleaning process leads to slight variations in the amount of water in the trough for any 

given experiment, which means that the vertical position of the air/water interface is not reproducible 

between experiments. Both neutron reflectometry and infra-red reflection-absorption spectroscopy are 

highly sensitive to the vertical position of the interface, so the apparatus must be moved so that the 

interface is returned to a reproducible position with respect to the neutron and IR beams. 

Height adjustment for the purposes of neutron reflectometry is routine, and can be performed using a 

height measurement laser (Keyence LK-G402 on INTER at ISIS) zeroed to an aligned position and then 

adjusting the height of the measurement table in order to compensate for any measured deviation in 

interface height. This laser beam couples into the reaction and analysis chamber through a quartz 

window as described in the RSC Advances paper. For work on the FIGARO reflectometer at the ILL, 

height adjustments were made by scanning over a small height range before each experiment and 

optimising for reflected signal, as the available height laser struggled to reliably locate the interface. 

However, the movement of the entire sample environment to compensate for variations in interface 

position also moves the whole FT-IRRAS analysis setup (source, mirrors, and detector), and thus does 

nothing to restore the interface to the correct position with respect to the IR beam. The spherical 

mirrors of the FT-IRRAS setup are intended to focus the IR beam to a small spot on the interface, so 

even small variations in the height of the interface significantly affect signal strength and quality. In 

order to correct the height of the interface for both IR and neutron beams, the interface must first be 

adjusted in the vertical direction independent of the FT-IRRAS apparatus until it is optimised with 

respect to the IR signal, and then the whole system, including the FT-IRRAS apparatus, must be adjusted 

to the optimal position with respect to the neutron beam. 

The reaction and analysis chamber described in the RSC Advances paper achieved this by simple 

mounting upon a manual height stage, which was then adjusted in order to maximise IR signal before 

allowing automatic adjustment of the INTER sample environment to optimise for neutron signal. The 

problem with this approach was the fact that, as the whole chamber was adjusted up and down with 

respect to the FT-IRRAS apparatus, the calcium fluoride (CaF2) windows through which the IR beam 

achieved ingress to and egress from the chamber were also shifted up and down with respect to that 

apparatus. The eventual result, when all corrections were complete, was that the windows ended up in 

slightly different positions with respect to everything else, as they were the one piece of the entire 

NR/FT-IRRAS assemblage that could not be adjusted freely with respect to the interface. Thus, a lower 

than usual subphase volume resulted in higher window position, and vice versa. 

CaF2 windows do introduce some attenuation to the IR beam, and their finite thickness means that non-

perpendicular ingress and egress of the beam through said windows results in increased attenuation. 

Small reflection and refraction artefacts were also a concern for non-perpendicular beam ingress and 

egress, and, in the worst-case scenario, the windows could be so shifted from their ideal position that 

some of the IR beam would be incident upon the aluminium window frame, rather than the CaF2 

window. This latter situation would cause severe attenuation as well as a number of reflection, 

absorbance, and interference artefacts, which were in fact observed on several occasions. 

In order to address these problems, the first modification made to the reaction and analysis chamber 

after the development covered in the RSC Advances paper was the decoupling of the vertical position of 

the subphase trough from the vertical position of the CaF2 windows. This was achieved by allowing the 

steel baseplate upon which the polytetrafluoroethylene (PTFE) subphase trough was mounted to move 

freely up and down its steel mounting pins, while supporting the baseplate on three new steel pins that 

were inserted through the aluminium base of the reaction and analysis chamber while still maintaining a 
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gas-tight seal. These three pins were equipped with a screw thread of a very shallow pitch, so that they 

could be rotated in order to adjust their vertical position with respect to the base of the chamber. The 

three pins were further equipped with cog wheels on the outside of the chamber. These three cog-

wheels, along with two extra cog wheels connected only to the chamber base, were linked together 

with a belt and tensioner, so that the height of the three pins could be adjusted in concert. One of the 

cog wheels was then outfitted with an adjustment point, so that it could be rotated in order to control 

the height of the trough with respect to the chamber and therefore, crucially, the CaF2 windows. This 

system is demonstrated visually in Figure 3.1. 

 

Figure 3.1 – 3D translucent projection of height adjustment system (measurements in mm). Credit: J. Simms, ISIS. 

The entire chamber was still mounted on a manual height stage, which then served as a way to adjust 

the entire chamber at the start of a series of experiments in order to achieve optimal alignment of the 

CaF2 windows with respect to the FT-IRRAS apparatus. Variations in interface height from experiment to 

experiment could then be corrected using the new cog wheel adjustment system, which only moved the 

interface, and not the windows, with respect to the IR beam. The whole FT-IRRAS setup would then be 

adjusted to the optimal height for neutron signal. This greatly simplified and accelerated the process of 

re-aligning the system between experimental runs compared with the system as described in the RSC 

Advances paper. That system already improved upon the prototype, whose smaller CaF2 windows 

severely limited the range of interface height with respect to the chamber over which reasonable IR 

throughput could be obtained. The larger, better located windows of the iteration described in the RSC 

Advances paper was a large step forward, but the following iteration’s decoupling of window and 

interface position in the vertical direction represented further progress in the effective integration of FT-

IRRAS into neutron reflectometry experiments. 

The reaction and analysis chamber as described here was used for experiment RB 1620451 on INTER at 

ISIS. 

3.3 – Atmospheric Interference Suppression 
The reaction and analysis chamber is itself gas-tight, as it needs to be in order for oxidation experiments 

to be carried out within it. However, the IR beam path also travels through the atmosphere after it 

leaves the source until it enters the chamber, and after it exits the chamber until it enters the detector. 

The atmosphere inside the experimental blockhouse of INTER is regulated by air conditioning, but this is 

not sufficient to dampen the variations in levels of CO2 and H2O induced by the presence of 

experimenters in the blockhouse during experimental setup. 

Trough mounting pins 

Trough height control pins 

Cog wheels 

Belt 
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Plans were made to deal with atmospheric interference by enclosing the entire IR beam path inside a 

Perspex cuboid. This cuboid was outfitted with windows to allow the ingress and egress of the height 

laser beam and the neutron beam, and equipped with a port to connect an IR ingress point on the box 

with the beam egress point on the FT-IR spectrometer. Only IR beam ingress, not egress, was required 

for the box, as the IR detector was situated within the box. 

This box could then be purged with dry air in order to reach a stable and reproducible atmospheric 

composition under which experiments could be performed, removing the concern of varying CO2 and 

H2O levels and their effects on IR absorbance spectra. The interior optics of the FT-IR spectrometer are 

already purged with dry air, and this airflow could also be utilised for purging the beam path outside the 

spectrometer. 

In practice, this suppression method was not used for any of the experiments reported upon in this 

thesis. The improvements in control over relative window positioning described in section 3.2 removed 

some sources of IR interference that had originally been supposed to be atmospheric, but were in fact 

due to attenuation, refraction, and interference from the window and window frames. These 

interference bands were of most concern to measuring the C–H and C–D stretches of interest for this 

work. 

The FT-IRRAS measurements would still be slightly improved by use of a purge box, but testing revealed 

that the physical constraints introduced by the outer casing made effective alignment more difficult and 

time-consuming. Further, the time needed to purge the box, which would need to be done twice for 

each measurement (once for an FT-IRRAS background on subphase only, and once for the experiment 

itself), would reduce the number of experiments that could be performed in any given amount of 

neutron beamtime. 

As a result of these considerations, the purge box was not utilised for the fatty acid oxidation 

experiments discussed in this thesis. It was not yet available for the glycolipid oxidation experiments, 

which were carried out only on experiment INTER RB 1610500, and were at an earlier stage of apparatus 

development before the purge box was built. The purge box remains part of the experimental apparatus 

housed at ISIS available for these sorts of experiments, and would be very useful for studying systems in 

which other IR absorbance bands, particularly amide bands (which are completely occluded by H2O 

interference) are of interest. 

3.4 – Addition of Temperature Control 
Early in the project, as the first apparatus was under development, the focus was on room temperature 

experiments. As the experimental setup matured and improved, the project began to focus on more 

novel, low temperature experiments. For this, a system of temperature control was developed. 

Initial discussions between Dr Pfrang, Dr Skoda, and me revolved around whether to use liquid or solid 

thermoelectric cooling. The main concern was to avoid icing, as, particularly for experiments using NO3
• 

radicals as the oxidising gas, this can complicate the chemistry of the environment. Liquid cooling would 

be simpler and easier, but might be more prone to icing. 

Tests were carried out with a copper cooling plate of a style available at ISIS for general applications that 

simply requires a large heat sink, and icing was not found to be a problem within the temperature and 

humidity ranges desired. As a result, liquid cooling was pursued. 

The steel baseplate that rests upon the height adjustment pins described in section 3.2 was modified, 

and a recess hollowed into the PTFE subphase trough in order to allow the sandwiching of a custom 

steel plate incorporating soldered copper cooling pipes between the two. Copper pipes protruded from 

this plate, and were connected to ports machined into the base of the reaction and analysis chamber 
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using polycarbonate tubing designed to be long enough to allow the height of the trough to be adjusted 

without placing undue strain on the connections. 

Figure 3.2 shows the cooling plate and pipes, and Figure 3.3 shows the modified underside of the PTFE 

trough that housed them. 

 

Figure 3.2 – Cooling plate and pipes (measurements in mm). Credit: J. Simms, ISIS. 

 

Figure 3.3 – Underside of PTFE trough (measurements in mm). Credit: J. Simms, ISIS. 

There was not room inside the chamber for these ports to be mounted vertically, so complementary 

recesses were machined into the base of the chamber from the inside and outside, leaving a section of 

vertical chamber wall between them, through which horizontal ports could be placed. Figure 3.4 shows 

the base section of the chamber with the relevant recess. 
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Figure 3.4 – Chamber base with recess for cooling pipe connections (measurements in mm). Credit: J. Simms, ISIS. 

The reaction and analysis chamber as described here was used for experiment RB 1710483 on INTER at 

ISIS. It allowed for access to the required temperature ranges, but was somewhat hard to control, with 

up to 

5 °C variation in temperature across the trough. The trough also suffered from warping at times. 

3.5 – Improvement of Temperature Control 
The issues suffered by the first temperature-controlled setup were diagnosed as mostly due to the 

choice of a steel and copper mix for the cooling plate, and the limited area of contact between the 

cooling plate and the trough. 

Copper, with its higher heat conductivity, would have been an ideal choice for the whole plate from a 

purely thermal perspective, but copper’s reactivity, particularly towards oxidants, made it a poor choice 

and it was limited to use only for the pipes where its flexibility made it indispensable. Stainless steel was 

chosen for the remainder despite its low conductivity as it is easy to solder to copper and is relatively 

unreactive towards oxidants. The limited area of contact between the plate and the trough was due to 

the difficulty in incorporating the curved sections of pipe into the steel plate. 

These two compromises made in design contributed to the steep temperature gradient across the 

trough and to the warping of the same due to uneven heating. As a result, after the first iteration, the 

decision was made to proceed with some of the more difficult manufacturing challenges that it was now 

clear were necessary to achieve a temperature control system that would function as desired. 

The steel baseplate, steel cold plate, and PTFE trough were individually dispensed of and replaced with a 

single aluminium piece to improve thermal conductivity. This aluminium piece was PTFE-coated on its 

top face, and copper coolant pipes were directly attached to the underside using steel clips. In order to 

ensure good contact between the aluminium and copper, as soldering was not feasible, the single 

aluminium piece had to be manufactured to a high degree of precision, especially around the bend in 

the copper pipe, which had previously not been in contact with anything but air. 

Figures 3.5 and 3.6 show this single aluminium piece from below and above, respectively. 
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Figure 3.5 – Single-piece cooling assembly, underside (measurements in mm). Credit: J. Simms, ISIS. 

 

Figure 3.6 – Single-piece cooling assembly, topside (measurements in mm). Credit: J. Simms, ISIS. 

The height of the assembly also needed to be reduced in order to solve an additional problem which 

had arisen with the initial cooling system, which was that the height adjustment system described in 

section 3.2 could not sweep through a sufficient vertical displacement in order to correct for the range 

of interface positions that was encountered. This was resulting in the trough assembly resting upon the 

copper pipes in some situations, which then resulted in tilting of the trough and occasional catastrophic 

loss of subphase material into the reaction and analysis chamber. Figure 3.7 shows the new positioning 

of the copper pipes, which have been crossed over to reduce the overall height they occupy by a factor 

of √2 without tightening the radius of the curves any further. 
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Figure 3.7 – Single-piece cooling assembly, underside with piping (measurements in mm). Credit: J. Simms, ISIS. 

In order to have a contingency plan in case PTFE-coating of the single aluminium piece proved to be 

problematic or if the resultant trough turned out to be unsuitable, another single aluminium piece was 

constructed to replace just the baseplate and cold plate. This could then be used with the existing PTFE 

trough from the previous temperature-controlled apparatus. Additionally, a standalone aluminium 

trough was PTFE-coated and prepared for use with that base unit if desired, to provide redundancy if 

the PTFE-coated single piece were to fail. 

As a result, 2 units are available. The first, a single-piece temperature-controlled unit with a PTFE trough 

surface, provides the best cooling performance due to its unified construction. The second, a slightly 

less high-performing (due to less than perfect contact between base unit and trough) unit, has added 

versatility due to the fact that a new trough could be manufactured for it and take the place of the PTFE-

coated trough if were some other trough surface material than PTFE were required for some future 

application. This would be much cheaper, faster, and easier than manufacturing an entire new single-

piece unit. This flexibility, along with availability of the purge box for detection of additional IR 

absorbance bands described in section 3.3, means that the equipment remaining at ISIS as a result of 

this project has the potential to be put to a wide variety of uses in the future. 

Experiment RB 1810793 on INTER at ISIS was carried out with the improved cooling baseplate 

(standalone) and a PTFE trough top piece. The final iteration of the chamber, using the full PTFE-coated 

single aluminium baseplate/trough piece was used for experiment RB 1910615 on INTER at ISIS and 

experiment 9-10-1518 on FIGARO at the ILL. Figures 3.8 to 3.10 show the chamber and associated FT-

IRRAS apparatus being set up for use on INTER, as well as the crane used to place the FT-IR 

spectrometer next to the setup. 
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Figure 3.8 – Reaction and analysis chamber, FT-IRRAS mirrors, and MCT detector in place on INTER; neutron beam enters the 
chamber at the left of shot and exits through the window and circular goniometer at the bottom right; the parabolic mirror is 

hidden behind the chamber when viewed from this angle. 



Page 57 of 176 

 

 

Figure 3.9 – Crane in use to move FT-IR spectrometer to the sample environment end of the INTER blockhouse at ISIS. 

 

Figure 3.10 – The FT-IR spectrometer is lifted into position adjacent to the chamber and mirrors seen in Figure 3.8. The detector, 
situated inside the FT-IR spectrometer for normal operation, has not yet been placed on its external mount as in Figure 3.8. 
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Both of these setups reduce the variation in temperature across the subphase to 1 °C or less on a typical 

run at near-freezing temperatures. The highest temperatures are measured at either end of the trough, 

with the lowest temperatures in the middle. This was judged precise enough to allow quantitative work 

to proceed (during beamline experiments RB 1910615 and RB 1810793 on INTER at ISIS, as well as 9-10-

1518 on FIGARO at the ILL) on the effects of temperature on the oxidation reactions reported upon 

throughout this thesis and in its associated publications. Data from beamline experiment INTER RB 

1710483, which was carried out with the first temperature control system, was not deemed of 

publishable quality alone and is not reproduced in this thesis or in associated publications. Two runs 

from that beamline experiment that were directly replicated (with improved temperature control) in 

runs from a later beamline experiment are referenced as additional support for a conclusion in the 

paper on the effects of temperature on oleic acid ozonolysis presented in Chapter 5. 

3.6 – Future Improvements 
There are a number of areas in which the apparatus could be improved further, and some of these are 

briefly laid out here, along with the challenges they pose, as a possible guide for future work on 

continuing to develop the equipment. 

One much discussed but ultimately not yet implemented feature is functionality for compressing and 

expanding the surface area of the system using moveable barriers, while measuring surface pressure 

with a Wilhelmy plate tensiometer. This is commonly employed for experiments on monolayers and 

other interfacial systems. However, it would not be trivial to integrate into the current reaction and 

analysis chamber. There is a number of reasons why this is the case. 

Ozone has been observed to damage the pressure sensors employed on Langmuir troughs for this 

purpose. Other reactive gases likely pose a similar hazard. It would be possible to not use a sensor, and 

run ‘blind’, compressing and expanding the system with reference to externally measured pressure-area 

isotherms, but the benefits of this would be limited, and the danger of accidentally breaking a 

monolayer without any way of knowing this had occurred would be high. 

Furthermore, the mechanical equipment required to smoothly move the barriers is quite bulky, and the 

barriers are generally kept clear of the neutron footprint and beam path. Including such barriers would 

have required making the chamber significantly larger, making it harder to control and model the ozone 

(or other reactive gas) concentration in the chamber and more difficult to integrate the FT-IRRAS 

apparatus. The bulkiness could be reduced by using a quartz barrier, which could be placed in the 

neutron beam path without problems, as quartz is transparent to neutrons. Alternatively, manual 

barrier movement could be used, but the chance of breaking a monolayer using manual barrier 

positioning is higher than with smooth, slow, motor-driven positioning, making the lack of a pressure 

sensor an even greater concern. 

So far, the lack of a pressure sensor and area controls has been manageable, as the systems that have 

been studied have been fairly simple, and no attempts have been made to study the fine-grained impact 

of surface tension or monolayer phase on oxidation behaviour. In one experiment (RB 1540015 on SURF 

at ISIS) moveable barriers and a pressure sensor were absolutely required, but no oxidation was 

performed and no FT-IRRAS data was required, so a standard Langmuir trough was used instead of our 

bespoke apparatus. However, finding some way to integrate an area control and pressure measurement 

solution would expand the range of applications for the apparatus, and therefore it represents a logical 

next step in development, now that the basic design has been refined and temperature control 

introduced. 

As it is not advisable to expose the tensiometer itself to reactive gases, it would have to be mounted on 

a nearby post, from which it could be rotated into position for measurement and then rotated away 

again before the chamber was sealed for oxidation. A basic form of this idea was set up and trialled in 
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offline experiments at one stage, but the lack of a moveable barrier meant only the facility of pressure 

measurement, not area (and hence pressure) control was added by this, and the additional complexity 

and clutter it introduced into the apparatus was not deemed worth this limited benefit. Combining this 

solution with a single manual-wind quartz barrier (which could likely be integrated with only limited 

redesign of the trough) would facilitate pressure and area control (though without any possibility for 

automation or operation at a distance), and this might be worth the additional complexity for some 

applications. 

A second area for improvement emerges from a small inconsistency in kinetic measurements that is 

introduced by the fact that adjusting the height of the interface (using the fine adjustment system 

implemented after the initial full-chamber height adjustment was judged unsuitable as described in 

section 3.2) moves the position of the interface relative to the oxidant gas ingress pipe, which is fixed 

relative to the chamber. This is not a problem as long as the position of the interface is adjusted to 

maximise FT-IRRAS interferogram signal before each measurement and the position of the chamber is 

not moved relative to the FT-IRRAS apparatus, which is the intended mode of operation. As long as the 

chamber and FT-IRRAS mirrors, source, and detector do not move between runs, then the height to 

which the interface will be adjusted in order to maximise interferogram signal will be constant with 

respect to the ingress pipe. However, if more significant changes are made to the setup, either because 

a mirror is displaced and the whole FT-IRRAS setup requires realignment as a result, or because the 

apparatus has been removed from the beamline, packed down, and then re-deployed for another 

beamline experiment, then there is no guarantee that the position of the chamber, and therefore of the 

ingress pipe, will remain constant. This means that the ingress pipe could be in a slightly different 

position with respect to the interface in different experiments. 

The reasons this poses a problem are complex and related to the time evolution of oxidant gas 

concentration gradients inside the chamber within the first minute of the reaction (see section S3 of the 

supplement to the Atmospheric Chemistry and Physics (ACP) paper presented in Chapter 5 for a full 

discussion). The implication is a possible slight incommensurability between rate constants derived 

under slightly different offsets between interface height and ingress pipe height. Affixing the inlet pipe 

to the trough, rather than the chamber wall, would not necessarily solve this problem, as the height of 

the interface is not consistent with respect to the trough either, which is why the trough height must be 

adjustable in the first place. Currently, the best approach is to always fill the trough with the same 

amount of subphase, and be as consistent as possible in aspirating the surface, making sure that the 

height of the trough does not have to be too radically adjusted between runs used for kinetic parameter 

fitting. This is far from perfect, and introduces some uncertainty into these fitted kinetic parameters. 

Finding a solution to this problem would improve the usefulness of the apparatus for quantitative 

kinetic measurements. 

A third possible area for development would be to make the FT-IRRAS apparatus simpler, easier to use, 

faster to set up, and more reproducible by the replacement of the mirror assembly with a fibre optic 

solution. This was judged prohibitively expensive for the applications in this work, as the mirror setup 

does produce useful data, is reproducible and is not too difficult to use once the user has had some 

practice. In future, however, more precise, perhaps even fully quantitative, FT-IRRAS measurements 

could be gathered if desired through the use of a fibre optic solution. 

Finally, the chamber deliberately has space for additional pairs of CaF2 windows to be added at different 

angles with respect to the interface. Additional window pairs could widen the applicability of the system 

to other interfaces besides air/water, or allow the use of polarisation modulation FT-IRRAS (PM-FT-

IRRAS or PM-IRRAS), which requires a grazing angle of incidence on an air/water interface. PM-FT-IRRAS 

allows for complete suppression of atmospheric interference at a particular wavenumber, which would 

allow the measurement of IR bands currently obscured by H2O and CO2. Such additional FT-IRRAS 

options would require additional beam paths, meaning that the mirror setup would have to be 
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reworked for each option. However, the use of a fibre optic solution could allow for easy switching 

between FT-IRRAS incidence angles through different window pairs, or even for multiple simultaneous 

measurements at various angles of incidence. This could be useful for gathering detailed structural 

information about molecules at the air/water interface. 

These suggested developments, and surely many others not discussed here, could expand the 

usefulness of this NR/FT-IRRAS reaction and analysis apparatus into many new domains. 
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Chapter 4 – Oxidation of 
Galactocerebroside Monolayers including 

Fatty Acid Mixtures 
4.1 – Introduction and Atmosphere Paper 
Experiment RB 1610500 on INTER at ISIS focused on the oxidation of pure monolayers of 

galactocerebroside and mixed monolayers of galactocerebroside and fatty acids. The basic idea behind 

the experiment was conceived by Dr Christian Pfrang and Dr Maximillian WA Skoda at the very start of 

the PhD project, and the proposal for INTER beamline access was written by the two of them, using 

some preliminary FT-IRRAS data that I had gathered in my first few months. The results formed a strong 

self-contained scientific story that stood somewhat separate from the rest of the work performed in the 

PhD, and were published as a paper in the journal Atmosphere. 

The experiment itself was planned and performed by Dr Pfrang, Dr Skoda and me, with support from Dr 

Matthew Hagreen. I performed all the data analysis and produced all the figures seen in the paper. I 

wrote the text of the paper with input from Drs Pfrang and Skoda. A few of the changes to the text of 

the paper requested by reviewers were handled by Drs Pfrang and Skoda under discussion with me, as I 

was on a secondment at the time. 

The paper itself follows and forms the bulk of this results chapter. Following the paper, a few 

supplementary issues relevant to the finer details of the neutron reflectometry data are included, which 

were not considered sufficiently relevant to the reader of Atmosphere to be included in the paper. The 

introduction briefly covers some of the topics covered in the earlier expanded introduction chapter 

(Chapter 1), as well as providing justification for the study of this system and providing some 

background specific to it. 
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4.2 – Supplementary Information 
As Atmosphere is very much an atmospheric chemistry focused journal, the neutron reflectometry data 

was presented purely as processed time series, with no presentation of underlying reflectivity data as 

might be expected if it had been presented to a more physical chemistry minded audience, or as a direct 

thesis chapter. For the same reason, discussion of the exact scattering length calculations involved and 

finer points of the fitting of monolayer parameters to reflectivity data were covered only in outline in 

the method section, and treated somewhat as a black box in the main body of the paper, to focus the 

discussion on the atmospherically relevant material. Slightly more quantitative discussion of the 

reflectometry side of the matter would be expected in a thesis, so this small supplementary section 

provides some example data and a discussion of the fitting model used. 

 

Figure 4.1 – Deuterated galactocerebroside molecules. 

The partially deuterated form of GCB used in these experiments (see Figure 4.1) has a head and two 

tails, one of which is deuterated. The head is C6H11O6, the ‘main’ h-tail is C18H34O, and the ‘side’ d-tail is 

C16H2D30O2N in the hydroxy form, and C16HD31ON in the non-hydroxy form. This leads to full formulae of 

C40H47D30O9N and C40H46D31O8N for those two forms respectively. Averaging across the two forms, this 

leads to scattering lengths (b) of 33.6 fm for the head, -1.71 fm for the h-tail, and 322 fm for the d-tail. 

Clearly the d-tail dominates the neutron scattering, and is what will primarily be detected in the 

reflectometry signal. The h-tail has a scattering length of <1% the magnitude of the whole molecule, and 

so changes in it (such as the removal of most of it via cleavage at its double-bond that we propose is the 

only reaction taking place in our experiments) would be undetectable via neutron reflectometry. 

Fitting monolayer parameters to reflectivity data for these systems is not entirely trivial, as the GCB 

layer might well be expected to have some structure in the z-direction in terms of scattering length, 

which would affect the reflectivity. The scattering length of the head group is large enough that the 

system might be better modelled by a bilayer, with a thin head-layer of b ≃ 33.6 fm immediately above 

the null-reflecting water, a thicker tails-layer of b ≃ 320 fm above that, and (null-reflecting) air as the 

top semi-infinite layer. 

A bilayer model of this nature and a monolayer model with one layer of b ≃ 354 fm were both used to 

fit the data, and the monolayer model worked significantly better. It was not that the bilayer model 

failed to fit, but that it didn’t predict substantially different reflectivity data than did the monolayer 

model, and the greater number of parameters available in the bilayer model made it harder to converge 

on a fit. 

Fixing thickness parameters and assuming the head layer did not react would have allowed for 

calculation of GCB surface concentration values that matched those calculated using the monolayer 

model, but this would only have been justified had the data required the more complex bilayer model to 

be used in order to achieve a good fit. As the monolayer model also fit the data, it was preferentially 
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used as it was the simpler model, and the more complex model added nothing in terms of predictive 

value, and only introduced more parameters. 

Physically, this makes sense as the GCB molecules would have to be tightly and regularly packed for the 

system to resemble a bilayer, and this would not be expected in all conditions. Indeed, the BAM images 

in the paper for pure GCB show significant disorder, with light and dark domains (characterised as 

‘islands’ in the paper due to their structure) present at various surface pressures. The enhanced stability 

of the mixed GCB/PA on CaCl2 (aq) system (see Atmosphere paper in section 4.1 and Adams et al., 

reference 41 of said paper) means a more bilayer-like situation may have obtained during those runs, 

but it was still not sufficiently defined to make the bilayer model a better fit than the monolayer model. 

 

Figure 4.2 – Exposure of a mixed d30/31-GCB/d31-PA monolayer on CaCl2 (aq) subphase to NO3
• radicals; R vs Q reflectivity plots 

at two points in the exposure selected for maximum range of reflectivity. 

Figure 4.2 shows the quality of the monolayer fit, which does not display a significant enough oscillation 

to allow for good fitting of a bilayer model. These reflectivity curves are taken from the experiment 

shown in Figure 8 of the paper, which was the experiment that displayed the most variability in neutron 

reflectivity signal. These two reflectivity curves are taken from a high and a low point in the fit. As the 

only reaction occurring was the removal of the h-tail beyond the double bond (see sections 3.2 to 3.4 of 

the Atmosphere paper in section 4.1), no experiment showed decay of reflectivity over time, so this is 

the largest range of different reflectivity data available. 

This more detailed explanation for the choice of a monolayer, rather than bilayer, model for fitting, and 

more quantitative explanation for why the h-tail cannot be observed through neutron reflectometry 

data, should supplement the more high-level discussion of these matters in the Atmosphere paper, and 

should satisfy a reader more familiar with neutron scattering than the journal’s intended audience. 
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Chapter 5 – Low Temperature Oleic Acid 
Ozonolysis; Atmospheric Chemistry and 

Physics Paper 
One of the most important developments in the capabilities of the apparatus used for the work 

underpinning this thesis was the introduction of temperature control. This facilitated the study of 

reactions at temperatures that more realistically mimic those commonly experienced in the troposphere 

than is possible without temperature control, where room temperature (not at all representative 

temperature for much of the troposphere) is the only accessible thermal condition. 

Work on ozonolysis of pure oleic acid monolayers at low temperatures produced a number of 

interesting findings, which were written up into a paper that has been submitted for publication in 

Atmospheric Chemistry and Physics (ACP). That paper forms this chapter. Like the paper focused on GCB, 

it contains its own introduction and methods section which are pared down analogues of the extended 

introduction and methods chapters (Chapters 1 and 2) of this thesis that focus on justifying work on a 

particular system. As the paper has not yet completed peer review and been published, it is possible 

that the finally published format will differ slightly from the draft form presented here. An electronic 

supplement that accompanies the paper is also reproduced here. 

I wrote this paper and the supplement, and I will be the first author credited in publication. Dr Christian 

Pfrang (primary PhD supervisor) and Dr Maximilian Skoda (secondary PhD supervisor and INTER 

beamline scientist) provided input on the draft and the figure presentation, as well as suggesting the 

split between the main paper and the supplement. The work described in the paper was led by me, with 

assistance and guidance from Drs Pfrang and Skoda. Practical assistance on the beamline experiments 

on INTER at ISIS and FIGARO at the ILL was provided by Evita Hartmane of the University of Reading, 

Curtis Gubb and Adam Milsom of the University of Birmingham, and Sophie Ayscough of the University 

of Edinburgh. The FIGARO beamline scientist was Dr Armando Maestro of the ILL. Some of the 

deuterated material used in the experiments was synthesised by Dr James Tellam of ISIS. 
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Chapter 6 – Ozonolysis of Mixed 
Monolayers of Oleic and Stearic Acids 

6.1 – Introduction 
The initial motivation behind combining neutron reflectometry (NR) with Fourier transform infra-red 

reflection-absorption spectroscopy (FT-IRRAS) was the study of mixed monolayers. The first mixed 

system selected for study with our combined NR/FT-IRRAS apparatus was a binary mixture of oleic and 

stearic acids. Oleic acid (OA) has been studied extensively in the past1,2; stearic acid (SA) is the saturated 

analogue of oleic acid, and so provides the most similar feasible unreactive co-component. It was 

considered useful to measure with a saturated co-component, as saturated compounds are commonly 

found in sea-spray aerosol3 and recent work has suggested that such compounds make up the majority 

of the monolayers on atmospheric water aerosols4. 

Work on this mixed system dominated early experiments, but was later relegated in terms of 

importance within the research project compared with the work on galactocerebroside monolayers and 

low temperature pure oleic acid monolayers (see Chapters 4 and 5, respectively). This was because data 

from these mixed monolayers proved initially somewhat confounding to interpret, and required a lot 

more conceptual work to properly understand than the data for the other systems studied. Several 

cycles of formulating a hypothesis to explain the unexpected behaviour that was initially observed, 

performing an experiment, processing the data, rejecting the hypothesis, returning to the literature, and 

formulating another hypothesis, etc., had to be performed in order to produce a full understanding of 

the processes at play and the difficulties for our measurement techniques that this particular system 

was posing. These cycles take a long time when each new set of experiments to test the most recent 

hypothesis has to be performed on a separate beamline experiment, which are generally scheduled 

many months apart. Of the eight distinct beamline experiments performed across the course of the 

work behind this thesis, only three focused on this mixed system in particular, but every single one 

involved at least a few experimental runs focused on furthering our understanding of this system by 

testing a hypothesis that purported to explain the more confounding results and help make sense of the 

data. 

This chapter brings together data from all eight beamline experiments in order to finally make sense of 

the apparently anomalous behaviour of the system and present a description of the ozonolysis of a 

mixed OA/SA monolayer and how it differs from the ozonolysis of a pure OA monolayer, both in terms 

of the partitioning of reaction products to the interface and in terms of reaction kinetics. All 

experiments in this chapter were carried out at room temperature unless otherwise noted. 

The chapter is presented in a more narrative format than the preceding results chapters (Chapters 4 and 

5), explaining the steps that were undertaken to gradually converge on a satisfactory explanation of all 

experimental data. This body of work may be repurposed into a paper for publication after the 

submission of this thesis. In that case, it would gain an introduction and methods section of a similar 

style to that seen in the those chapters, which briefly cover the material laid out in the introduction and 

methods chapters of this thesis (Chapters 1 and 2) in a manner which focuses on the justifications for 

studying this particular system. Such an introduction and methods section are not included here, as this 

would only duplicate material from earlier in the thesis. 
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6.2 – Initial Results 
Mixtures of d34-OA and h-SA in various molar ratios were oxidised at room temperature by ozone at 

various ozone concentrations on the INTER beamline at ISIS (RB 1520459 and RB 1620451). In this 

deuteration configuration, NR was sensitive to OA surface concentration, and FT-IRRAS provided 

complementary qualitative information with regards to SA surface concentration (via C–H bands) as well 

as OA concentration (via C–D bands). C–D bands from OA were often weak, as C–D bands are weaker 

than C–H bands (see Chapter 2), and unsaturated and therefore disordered molecules like OA produce 

weaker bands than saturated, well-ordered molecules like SA. The combination of disorder and 

deuteration for d34-OA produces the weakest bands. Experiment RB 1520459 was performed with an 

early prototype of the NR/FT-IRRAS apparatus that was not able to detect C–D bands for unsaturated 

components; later prototypes of the apparatus, including that used for experiment RB 1620451, were 

typically able to detect these bands, though the signal was weak and noisy (signal-to-noise ratios as poor 

as 2:1 were sometimes observed). The FT-IRRAS is primarily integrated into the NR setup in order to 

provide information on non-deuterated components via C–H bands; the C–D bands provide qualitative 

information on the deuterated components that are already quantitatively analysed with high precision 

by NR, so the absence or weakness of the information from these IR bands is not a concern. 

The NR data produced from these experiments was as expected, showing the same linear-to-

exponential decay trace seen in our experiments on pure OA ozonolysis (see Figure 6.1). However, the 

FT-IRRAS data was somewhat confounding. SA, as it lacks a double-bond, is impervious to ozonolysis, at 

least via the mechanism that oxidises OA, and so, over the timescales studied, should be inert. However, 

the C–H bands associated with SA were observed to disappear upon the introduction of O3 into the 

reaction and analysis chamber on a similar timescale to the removal of OA as measured by NR (see 

Figure 6.2). Furthermore, this result was not consistently reproducible. The C–H bands did not disappear 

over a reproducible timescale (sometimes persisting for several minutes after the completion of OA 

removal as measured by NR). On more than one occasion, the bands were seen to disappear and 

reappear seemingly at random after the introduction of O3 (see Figure 6.3 for an example). It was 

observed that disturbing the monolayer slightly after ozonolysis by removing and replacing the chamber 

lid often prompted the C–H bands to appear or disappear. These experiments were repeated off the 

beamline (with an h-OA/d35-SA mixture, substituted for the original mixture due to the high cost of 

d34-OA) and the presence or absence of IR bands assigned to SA (in this offline case, C–D bands) 

continued to be variable and inconsistent after ozonolysis of the mixed monolayer. 
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Figure 6.1 – Ozonolysis of d34-OA in a mixed monolayer with h-SA; 30 µL of 0.52 g L-1 d34-OA/0.52 g L-1 h-SA; O3 introduced at 
t = 0 s at 133±9 ppb; neutron reflectometry fitted time series. 

 

Figure 6.2 – Ozonolysis of d34-OA in a mixed monolayer with h-SA; 30 µL of 0.52 g L-1 d34-OA/0.52 g L-1 h-SA; O3 introduced at 
t = 0 s at 133±9 ppb; infra-red spectroscopy integrated time series. 
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Figure 6.3 – Ozonolysis of d34-OA in a mixed monolayer with h-SA; 23.5 µL of 0.5 g L-1 d34-OA/0.5 g L-1 h-SA; O3 introduced at 
t = 0 s at 2133±166 ppb; infra-red spectroscopy integrated time series for h-SA over an extended measurement showing 

inconsistent absorbance. 

In order to probe this issue further, and attempt to determine whether the disappearance of SA as 

observed by FT-IRRAS was real or simply a measurement problem, ozonolysis experiments on 

h-OA/d35-SA mixed monolayers were performed with full NR/FT-IRRAS measurement (INTER RB 

1520459 and RB 1610500). In this deuteration configuration, NR was sensitive to SA, and FT-IRRAS was 

sensitive to OA (C–H bands) and SA (C–D bands). 

The FT-IRRAS data produced was consistent with offline experiments performed with the same 

deuteration configuration and with the data shown in Figures 6.2 and 6.3 (except with the C–H and C–D 

bands reversed), showing disappearance of bands attributable to OA (C–H) upon ozonolysis as expected 

(and in agreement with NR data for the d34-OA/h-SA deuteration configuration) and inconsistent 

behaviour of bands attributable to SA (C–D). 

The NR data was of most interest for this configuration, as if it agreed with the FT-IRRAS data (by 

showing a decline in reflectivity concomitant with the decline in C–D band intensity) it would suggest 

that SA really was being removed from the interface by an as-yet unknown mechanism, whereas, if it 

remained constant throughout exposure of the monolayer to O3 (as originally expected due to the lack 

of a double-bond for ozonolysis and as observed for pure d35-SA monolayers under O3 (INTER RB 

1620451; see Figure 6.4), it would suggest that the FT-IRRAS measurements were being affected by 

some measurement artefact or other. 
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Figure 6.4 – Exposure of a pure d35-SA monolayer to O3; 10 µL of 3.11 g L-1 d35-SA; O3 introduced at t = 0 s at 2666±183 ppb; 
neutron reflectometry fitted time series showing no ozonolysis; compare with Figure 6.5. 

 

Figure 6.5 – Ozonolysis of h-OA in a mixed monolayer with d35-SA; 26 µL of 0.83 g L-1 h-OA/0.93 g L-1 d35-SA; O3 introduced at 
t = 0 s at 2133±146 ppb; neutron reflectometry fitted time series showing unexpected increase in signal, as if more d35-SA has 

somehow appeared at the interface upon oxidation of h-OA; compare with Figure 6.4. 
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In a result more confounding than the original unexpected FT-IRRAS results, the NR data for this 

ozonolysis reaction showed an increase in SA concentration at the surface upon ozonolysis of the mixed 

monolayer (see Figure 6.5). It was immediately recognised that this was very unlikely to represent a real 

phenomenon: There is simply nowhere for the additional SA to come from. The consistent NR response 

of increasing SA signal regardless of whether the FT-IRRAS data showed the persistence or 

disappearance of bands attributable to SA (C–D) suggested that this FT-IRRAS data inconsistency was 

not caused by a genuine inconsistency in the reaction, in which SA was sometimes removed from the 

interface and sometimes not, for reasons and by a mechanism unknown, but rather by some property of 

the post-ozonolysis experimental state that rendered the FT-IRRAS measurement itself inconsistent. 

Similarly, the NR measurements either before or after the introduction of ozone are overwhelmingly 

likely to be affected by the same or a connected property, as it is not credible to take both at face value 

and infer that the reaction has created additional SA. Attention was then turned to discerning what 

could cause these measurement discrepancies. 

6.3 – Explaining the Anomaly 
Initially, it was hypothesized that the microscale structure of the mixed layer might result in 

unexpectedly high roughness, but this, as mentioned in the RSC Advances paper introducing the NR/FT-

IRRAS combined reaction and analysis chamber (see section 3.1), was rejected as predicted enhanced 

off-specular scattering was not observed5. We then hypothesised in that paper that the explanation may 

involve problems in correctly assigning a scaling factor to the mixed layer, due to surface inhomogeneity 

that had previously been identified on a monolayer of this composition6. However, this was later ruled 

out after experiments with a d34-OA/d35-SA monolayer (INTER RB 1620451), which should have 

eliminated this effect, did not. Instead a simple additive signal of the effects seen for d34-OA and d35-SA 

in monolayers with h-SA and h-OA respectively was seen (a decrease in signal due to OA ozonolysis 

overlaid with the same mysterious increase in SA signal; see Figure 6.6). A third hypothesis, in which the 

two components were theorised to form a structure better modelled by a multilayer, was rejected after 

experiments on a D2O subphase (INTER RB 1710483), which would have produced NR data characteristic 

of a bilayer were this hypothesis correct, failed to produce this result. 

Attention then turned to attempting to appraise what changes in the lateral structure of the surface 

were likely to be occurring during the ozonolysis of the mixed monolayer. Brewster angle microscopy 

(BAM) allows for visual appraisal of surface structure in monolayers of this sort, so was carried out on 

OA, SA, and mixed monolayers. Unfortunately, the requirement for BAM that the objective lens be 

positioned within a few millimetres of the interface made it practically infeasible to observe an ongoing 

ozonolysis reaction with BAM. Furthermore, the bulkiness of the BAM apparatus, and the fragility of the 

monolayers in question, made it impracticable to either bring a BAM to a post-reaction monolayer, or 

bring a post-reaction monolayer to a BAM. To overcome this limitation, pure SA monolayers were 

studied with BAM in order to simulate the expected residual monolayer after ozonolysis of a mixed 

monolayer. 
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Figure 6.6 – Ozonolysis of d34-OA in a mixed monolayer with d35-SA; 30 µL of 1.44 g L-1 d34-OA/0.62 g L-1 d35-SA; O3 introduced at 
t = 0 s at 1333±88 ppb; neutron reflectometry fitted time series showing total reflectivity due to both deuterated components. 

 

Figure 6.7 – BAM images. Top row: SA. From left to right: 0 mN m-1 (region with material); 0 mN m-1 (region with no material); 
13 mN m-1; 30 mN m-1. Bottom row: OA/SA 1:1 molar ratio. From left to right: 0 mN m-1; 7 mN m-1; 16 mN m-1; 

30 mN m-1. All scale-bars (top left corner of each image) are 100 μm; tight banding across SA images is due to a small deformity 
in the BAM objective lens which causes this artefact in some circumstances. 

For a complete set, monolayers of OA, SA, and an OA/SA mixture were studied with BAM at a variety of 

surface pressures (corresponding to a variety of surface concentrations; see Figure 6.7). OA monolayers 

were featureless and uniform throughout compression cycles. Mixed monolayers showed the 
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microscale surface inhomogeneity previously observed6. This microscale inhomogeneity is consistent 

with less than ideal mixing (any given molecule of OA or SA is more likely to be in contact with another 

molecule of the same species than with a molecule of the other species). Some previous research had 

observed macroscale inhomogeneities in OA/SA mixtures7, but this was in supersaturated surfaces in 

which OA and SA were essentially competing for surface adsorption sites. SA, being more amphiphilic, 

preferentially adsorbed to the surface in these conditions, and macroscale islands of OA were observed 

above the SA monolayer. This is not in contradiction with these results, which observe a subsaturated 

surface in which there is no excess surfactant and therefore no competition between surfactant species 

for adsorption sites, and observes microscale inhomogeneity within the surface monolayer itself. 

The key finding was that SA monolayers, though uniform at high surface pressures/concentrations 

corresponding to a 2D-solid phase, showed significant inhomogeneity on the scale of 10 to 100 μm at 

intermediate surface pressures/concentrations corresponding to a 2D-liquid phase. Further, at low 

surface pressures/concentrations corresponding to a 2D-gas phase, the SA monolayers showed 

significant additional inhomogeneity on a much larger scale, with large areas of the surface appearing 

completely devoid of material. These low surface pressures/concentrations are in line with the surface 

concentrations of SA that would have been present at the interface after the ozonolysis of mixed films. 

The size of these islands of material and areas of monolayer-free surface was hard to ascertain, as they 

were significantly larger than the BAM field of view. It was estimated, based on ongoing observation of 

the surface as the islands moved around (probably due to slight air currents in the BAM chamber), that 

the size of the islands is of the order of a few millimetres to a few centimetres. 

This large-scale inhomogeneity explains the inconsistency in the FT-IRRAS data collected from the SA left 

behind after the ozonolysis of OA in a mixed monolayer. Like the BAM field of view, the IR beam is 

focused sharply on a small area of the interface, measuring perhaps a few square millimetres. The kind 

of large-scale inhomogeneity observed in the BAM images would precipitate a situation in which the FT-

IRRAS is sometimes sampling a part of the interface at which SA is adsorbed, and sometimes sampling a 

clean interface. This would result in exactly the inconsistency observed. Furthermore, the previously 

puzzling observation that removal and replacement of the reaction and analysis chamber lid often 

prompted a transition between observing and not observing IR bands attributable to SA can now be 

explained by the fact that such an interference would produce air currents inside the chamber, which 

would likely move the SA islands around the interface, sometimes prompting a transition from a state in 

which an island is in the IR footprint to a state in which the IR footprint is sampling clean interface, or 

the reverse. 

This inhomogeneity in low surface concentration SA also explains the increase in NR signal upon 

ozonolysis of an h-OA/d35-SA monolayer. Fitting NR data to a monolayer assumes lateral uniformity, and 

deviations from that uniformity on a length scale longer than the neutron coherence length are 

theorised to result in an overestimation of surface concentration by a model that assumes uniformity8. 

In a simplified model of surface inhomogeneity in which material is either present or not present at 

every point of the interface, and the fractional coverage of the interface is denoted Θp, a uniform 

monolayer model overestimates surface concentration by a factor of 1/√Θ. 

Estimating the neutron coherence length is not trivial, but other work in somewhat similar experimental 

setups suggests that, for these setups, it is on the order of tens of μm9–11. Certainly, the inhomogeneity 

of the low concentration SA system is sufficiently large-scale to precipitate this effect. However, the 

inhomogeneity of the mixed system is of the scale of 10 μm or lower, which is small enough that it could 

 
p Lu et al. use the lower-case θ, but the upper-case Θ is used here to avoid confusion with θ as used for potential 
temperature in section 1.4 and for angles in various other contexts. 
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well be smaller than the coherence length of the neutron, and therefore essentially be beyond the 

spatial resolution of the neutron, which would ‘see’ a smeared-out uniform layer. 

If this situation were to obtain, then reflectivity from d35-SA in an h-OA/d35-SA mixed monolayer would 

not be correctly interpreted by a uniform monolayer model before ozonolysis. However, once 

ozonolysis had removed the h-OA and left a low concentration d35-SA ‘layer’ (which would more 

accurately be described as a collection of islands) behind, the reflectivity from the d35-SA would be 

higher, and thus the surface concentration overestimated by a model assuming a uniform layer. This 

would result in exactly the apparent increase in surface concentration that we observed in this situation. 

In order to test this, we performed a multi-trough experiment (INTER RB 1910615) in which a series of 

pure and mixed OA and SA monolayers of various concentrations were spread in adjacent troughs and 

NR data collected sequentially. The results are presented in Table 6.1. 

Table 6.1 – NR data from various OA and SA surface concentrations. 

Trough Sample Total OA spread 
/nmol 

Total SA spread 
/nmol 

Fitted SLD @ 2 nm Monolayer 
Thickness 

1 d35-SA 0 33 5.16 

2 d35-SA 0 65 6.78 

3 d34-OA 32 0 2.49 

4 d34-OA 70 0 4.64 

5 h-OA/d35-SA 34 34 3.30 

6 d34-OA/d35-SA 33 32 5.07 

7 d34-OA/h-SA 35 34 2.57 

 

As this data demonstrates, d34-OA is relatively well-behaved and shows a near-linear relationship 

between fitted SLD and quantity spread onto the interface (an error of around ±10% is expected due to 

dilution errors, difficulty in spreading precisely the correct volume, and other general experimental 

errors) and shows no great change in reflectivity when co-deposited with h-SA. Conversely, d35-SA shows 

significant deviation from the linear behaviour that would be expected from a uniform monolayer, with 

the lower concentration run of pure d35-SA showing far more reflectivity (resulting in a far higher fitted 

SLD) than would be expected based on such a model. This is what I predicted based on the idea of 

enhanced reflectivity due to large-scale surface inhomogeneity as proposed by Lu et al.8. Crucially, this 

enhanced reflectivity effect is not seen for d35-SA in a mixed monolayer with h-OA, which supports my 

claim that the inhomogeneity observed with BAM is, in this case, too small-scale to affect reflectivity in 

the same manner. 

The increase in neutron reflectivity observed during the ozonolysis of an h-OA/d35-SA monolayer is 

therefore explained as due to a transition between inhomogeneity regimes with respect to the 

distribution of d35-SA. In the pre-ozonolysis regime, inhomogeneity manifests on a small enough length 

scale so as not to enhance neutron reflectivity and result in overestimation of surface concentration by 

a reflectivity fitting model that assumes a uniform monolayer. In a post-ozonolysis regime, due to the 

absence of h-OA, this inhomogeneity manifests on a significantly larger length scale. Critically, it 

manifests on a scale that is larger than the coherence length of the neutron and therefore enhances 

neutron reflectivity and results in overestimation of surface concentration by a reflectivity fitting model 

that assumes a uniform monolayer. The inconsistency in FT-IRRAS data observed for the post-ozonolysis 

period of the same ozonolysis is due to the same phenomenon of large-scale SA inhomogeneity, which 

is on a length scale similar to or even larger than the IR footprint. 
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6.4 – Compression/Annealing Experiments 
Further evidence that inhomogeneity in the surface distribution of SA leads to increased reflectivity 

compared with a uniform monolayer was gathered by performing a compression/annealing experiment. 

The combined NR/FT-IRRAS reaction and analysis chamber used for the majority of this work does not 

permit adjustment of the surface area of the system (see Chapter 3) but, if no gas-phase oxidants are to 

be introduced, and no FT-IRRAS measurements are required, a Langmuir trough can be deployed onto a 

suitable neutron reflectometry beamline, allowing for manipulation of the surface area of a system 

while collecting surface pressure and neutron reflectometry data. Such an experiment was performed 

on the SURF reflectometer at ISIS (RB 1540015). 

Previous BAM/tensiometry work had suggested that the large-scale surface inhomogeneity was largely a 

feature of the 2D-gas phase of SA, with limited smaller-scale inhomogeneity (though possibly still large-

scale enough to produce an enhanced reflectivity effect) in the 2D-liquid phases, and a homogenous 

surface in the 2D-solid phase. See Figure 6.7 for BAM images; see Figure 6.8 for a pressure-area 

isotherm with phases labelled. This work had also suggested that ‘annealing’ the surface, by 

compressing into the 2D-solid phase and then relaxing back into the 2D-gas phase, might reduce the 

extent of the inhomogeneity in the 2D-gas phase. An annealing effect can clearly be seen in the 

pressure-area isotherm in Figure 6.8; the first compression shows higher surface pressure at a given 

surface area, with subsequent compressions and expansions settling into a more reproducible 

relationship. Appraising the surface at 0 mN m-1 after the first compression cycle suggested that this 

annealing cycle might have decreased surface inhomogeneity to some degree; as previously mentioned, 

the BAM field of vision is not nearly wide enough to systematically assess the degree of inhomogeneity 

or fractional surface coverage in this state, but simply watching through the microscope over time 

suggested that this effect had occurred. This tentative observation was the rationale behind performing 

this compression/annealing NR experiment, which tested this hypothesis quantitatively. 

 

Figure 6.8 – Stearic acid pressure-area isotherm on pure water collected by compression from low-area spreading to 30 mN m-1, 
two cycles between 30 and 0 mN m-1, and a final compression to break. G = 2D-gas; LE = 2D-liquid expanded; LC = 2D-liquid 

compressed; S = 2D-solid; B = broken monolayer. Boundaries of LE phase are somewhat indistinct.  
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In this experiment, d35-SA was spread to a target of 70 Å2 molec-1, and reflectivity was measured. An 

annealing cycle was then performed by compressing to a target surface pressure of 25 mN m-1 (taking 

the monolayer into the 2D-solid phase) and then expanding to the original 70 Å2 molec-1. The reflectivity 

was measured again and was lower (see Figure 6.9), suggesting that the degree of inhomogeneity (and 

thus reflectivity enhancement) was lower after annealing. A second compression cycle produced a much 

smaller decrease in reflectivity, which is concomitant with the pressure-area isotherm data in suggesting 

that the majority of the difference is made by the first compression cycle. This second cycle also acts as 

an internal control, demonstrating that a compression cycle results in negligible loss of material, 

strengthening the case that the loss of reflectivity from the first compression cycle is a result of a 

surface annealing effect. 

 

Figure 6.9 – Annealing of a pure d35-SA monolayer; spread to 70 Å2 molec-1; RQ2 vs Q reflectivity plots after spreading and after 
each of two annealing cycles. 

Further to this, the twice-annealed layer was compressed to 60, 51, and 47 Å2 molec-1. This corresponds 

to a linear series in surface concentration, which has a hyperbolic relationship with surface area per 

molecule. The increase in reflectivity with increasing surface concentration (decreasing surface area) 

was far weaker than that which would be predicted by a uniform monolayer model. This demonstrates 

that the behaviour of an SA ‘monolayer’ in the 2D-gas phase is not well described by a model in which a 

uniform monolayer simply decreases in density at lower surface concentrations, and may in fact be 

better represented by a model in which islands of SA simply drift further apart at lower surface 

concentrations. A single compression cycle was also performed on a d35-SA layer spread to a target of 

50 Å2 molec-1 and compressed once to 25 mN m-1 before being expanded back to 50 Å2 molec-1, and the 

same annealing effect was observed. 

6.5 – Implications 
The implications of these conclusions are twofold. For one, it appears that the use of FT-IRRAS as a 

complementary technique to NR is somewhat limited in cases where large-scale surface inhomogeneity 

is likely to play a part, due to the small measurement footprint. Low surface concentrations of molecules 

such as saturated fatty acids, which experience strong van der Waals interactions and easily cluster 

together on the surface, are prime candidates for displaying this inhomogeneity, so care should be 

taken when applying this technique to these systems. 
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By the same token, quantitative use of NR to determine surface concentration for these systems is ill-

advised if there is a reasonable chance that the system will transition between inhomogeneity regimes 

or display a poorly-defined or hard-to-measure level of inhomogeneity at any point where quantitative 

NR data is desired. 

More encouragingly for this work, this does not mean that using NR to quantitatively track OA in a 

mixed OA/SA monolayer is problematic. As the data in Table 6.1 demonstrates, OA is reasonably well-

behaved and does not suffer the same changes in reflectivity dependent on co-deposited material as 

does SA. Due to its double-bond, which introduces a bend into the main fatty acid chain, it does not 

easily form ordered stacks, and instead forms a disordered uniform monolayer in every case that was 

investigated. All three of our earlier hypotheses for the anomalous behaviour of our mixed monolayers 

(roughness, scale factor, and bilayers) would have, if true, cast doubt on the usefulness of the NR data 

for d34-OA in a mixed layer with h-SA. The hypothesis which we now believe to be correct, which is laid 

out at the end of section 6.3, essentially places the entirety of the blame for the anomalous data on the 

behaviour of SA, and provides no reason why NR cannot be used to quantitatively measure the surface 

concentration of d34-OA in a mixed monolayer with h-SA, despite the difficulties with measuring the 

reverse deuteration configuration. The usefulness of the FT-IRRAS data gathered through a combined 

NR/FT-IRRAS study of this system, however, is of limited use, as the FT-IRRAS cannot reliably inform us 

about the SA, as had originally been hoped. 

6.6 – Kinetics 
The notion that NR can effectively be used to quantitatively measure d34-OA in the presence of h-SA 

implies that such data from the ozonolysis of these monolayers can be used to calculate a 2nd-order rate 

constant for the reaction of OA with O3 in these conditions. Experiments on INTER (RB 1620541) for 

d34-OA/h-SA mixtures of 1:1 and 1:3 mass ratios exposed to O3 concentrations of 133±9 and 533±37 ppb 

were performed (see Figure 6.10). Pseudo-1st-order rate constants were fitted to each reaction using a 

modified exponential function that takes into account the evolution of [O3] (ozone concentration) inside 

the reaction and analysis chamber during the reaction (which starts at zero, and climbs towards the 

target value quickly enough to allow most of the reaction to proceed at the target [O3]gas, but slowly 

enough to cause the reaction to start more slowly than would be predicted from a simple exponential 

decay in constant [O3]gas model). This model relates the surface concentration of OA (Γ) over time (t) to 

the initial surface concentration of OA (Γ0), the pseudo-1st-order rate constant (k1), the volume of the 

chamber (v = 2100 cm3) and the gas flow rate through it (f = 1200 cm3 min-1) via a modified exponential 

pseudo-1st-order reaction rate equation thus: 

𝛤(𝑡) =  𝛤0𝑒
−𝑘1(𝑡−

𝑣
𝑓(1−𝑒

−
𝑓
𝑣

𝑡
))

 

Equation 6.1 

The chapter on OA kinetics at low temperatures (Chapter 5) explains in detail the limitations of this 

model, how some limitations can be overcome and others cannot, and the limitations thereby implied 

for the uses to which the fitted values can be put. All should be taken to apply to this data as well. Due 

to the longer distance between ozoniser and reaction and analysis chamber on INTER (as opposed to 

FIGARO at the ILL) toffset values are higher (~1 min) for reactions on INTER. 

The fitted k1 values are then plotted against [O3]surf (see Figure 6.11). [O3]surf values were calculated from 

[O3]gas values by using a Henry’s law solubility constant for O3 in organics of [gas]/[organic] = 11.7 and 

assuming the same layer thickness of 2 nm. This solubility constant is consistent with the value used 

previously by this group and others2 and is informed by the work of Smith et al.12. 



Page 136 of 176 

 

Fitting the relationship between k1 and [O3]surf to a straight line gives a 2nd-order rate constant (k2) of 

2.3±0.8 × 10-10 cm2 s-1
 (±95% confidence interval). This is precisely in line with that observed for pure OA 

ozonolysis with this same apparatus and data processing methods. The rate of reaction was not 

observed to differ within experimental error between the 1:1 and 1:3 mixtures (the result reported here 

is, as a result of this, a combined value using data from both mixtures). 

This suggests that the presence of SA does not alter the kinetics of the ozonolysis of OA in a monolayer 

at the air/water interface, at least not to a degree measurable by our apparatus. 

 

Figure 6.10 – Ozonolysis of d34-OA in a mixed monolayer with h-SA; two spreading ratios; O3 introduced at t = 0 s at two [O3]; 
neutron reflectometry fitted time series. 

 

Figure 6.11 – 2nd-order rate plot for the reactions shown in Figure 6.10. 
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6.7 – Residual Product Monolayers 
Despite this lack of impact on reaction kinetics, a qualitative difference is seen between the ozonolysis 

of OA in a pure monolayer and in a mixed monolayer with SA: In the latter case, a residue is left behind 

after oxidation. Work on pure OA monolayer ozonolysis at low temperatures showed that a residue 

remained after oxidation at 2 °C but not at room temperature (see Chapter 5). These experiments 

showed that the presence of co-deposited SA in the OA monolayer provides a set of conditions in which 

a residual monolayer is retained at room temperature. Furthermore, the average fractional reflectivity 

signal remaining after ozonolysis (an average of 17% from seven experiments ranging from 14% to 22%) 

was greater than had been observed for low temperature pure OA (an average of 10% from four 

experiments ranging from 7% to 16%), though the ranges of observed values overlapped slightly. Figure 

6.12 shows the reflectivity curves for an example system before and after ozonolysis, with a null-

reflecting water surface included as an indication of the curve obtained from the total absence of 

reflective material at the interface. 

 

Figure 6.12 – Ozonolysis of d34-OA in a mixed monolayer with h-SA; 30 µL of 0.52 g L-1 d34-OA/0.52 g L-1 h-SA; 
[O3] = 133±9 ppb; room temperature; R vs Q reflectivity plots before and after oxidation; air/NRW background shown for 

comparison. 

The observation that the mixing of SA into an OA monolayer does not measurably affect the ozonolysis 

kinetics (see section 6.6) and that decreasing the temperature of the OA monolayer to 2 °C similarly 

does not measurably affect the ozonolysis kinetics (see Chapter 5) suggests that measuring the kinetics 

of mixed monolayers at low temperatures is unlikely to prove the most fruitful of endeavours. Two 

condition changes that do not individually affect a reaction are unlikely to do so when combined 

(though this is far from impossible). The difference in behaviour of the pure OA and mixed monolayers 

at room temperature with regards to the production of residual product monolayers, and the difference 

in the behaviour of pure OA monolayers at different temperatures in this regard does, however, suggest 

that further study of mixed monolayers at low temperatures would be useful. 
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6.8 – Preliminary Low Temperature Experiments 
A little preliminary data on this has been collected during experiments on INTER (RB 1810793 and RB 

1910615) focused on studying other systems at low temperatures. Intriguingly, preliminary experiments 

on a 1:1 mole fraction mixed monolayer at 3 °C were unable to distinguish any possible residual 

monolayer from background noise. This may be because the mixed monolayer behaves in the opposite 

manner to the pure OA monolayer (i.e. it leaves a residue after ozonolysis at room temperature but not 

at near-freezing temperatures) or because residue was present, but below our detection limit (i.e. the 

absolute amount of residue from a mixed layer would be less than from a pure OA monolayer if the 

mixed layer behaved in the same way as the pure OA layer at low temperatures, purely because there is 

less OA in the mixed monolayer to begin with). Future work on this system should extend the Q range 

under observation, which would lower the detection threshold. 

A preliminary experiment on a 4:1 mole fraction mixed d34-OA/h-SA monolayer (chosen as it represents 

a system more similar to OA) behaved more like a pure OA monolayer at 3 °C, leaving a strong (17%) 

residual monolayer. This residual monolayer was heated (a process which drove away residual 

monolayers from oxidation of pure OA at this temperature; see Chapter 5) and this reduced the 

reflectivity to levels indistinguishable from the background (see Figure 6.13). 

 

Figure 6.13 – Ozonolysis of d34-OA in a mixed monolayer with h-SA; 21 µL of 1.3 g L-1 d34-OA/0.30 g L-1 h-SA; 
[O3] = 251±30 ppb; low temperature; R vs Q reflectivity plots before and after oxidation and after heating; air/NRW background 

shown for comparison. 

These preliminary experiments suggest that there is more to be discovered in terms of the ozonolysis of 

OA in mixed monolayers with SA at low temperatures. The kinetics of the reaction are unlikely to differ 

measurably from those already measured for the pure OA monolayer in both temperature conditions 

and for the mixed monolayer at room temperature. However, the atmospherically important issue of 

whether a residual monolayer remains at the interface after ozonolysis, and the unintuitive behaviour of 

the systems with respect to this outcome implied by these preliminary experiments, provide a strong 

incentive for further work. Further study of the combination of SA co-deposition and reduced 
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temperature effects on OA ozonolysis would be a good way to link together the insights provided in this 

chapter and in Chapter 5, and would be a logical next step for this research. 

6.9 – Conclusions and Future Work 
As mentioned in section 6.5, our explanation for the initially confounding FT-IRRAS data gathered (and 

NR for the reverse deuteration condition), which focuses on the significant inhomogeneity of 2D-gas 

phase SA, implies that FT-IRRAS data gathered during ozonolysis of these systems is not particularly 

useful. This somewhat strikes at the heart of the justification for building this apparatus in the first 

place. However, this should only apply to species that have such a proclivity for aggregating when 

present in low concentrations at the interface. The use of FT-IRRAS to track a co-deposited non-

deuterated component should still be possible as long as that component behaves more like OA. It is 

likely to be saturated species, with their rigid regular rod-like shape and strong van der Waals 

interactions, that display this behaviour. Similarly, NR cannot reliably quantitatively determine the 

surface concentrations of these species if significant surface inhomogeneity obtains. 

The fact that these issues do not affect OA mean that the NR data from d34-OA/h-SA monolayers was 

useful for studying the behaviour of OA in these systems, and our kinetic study showed that the reaction 

rate was not different from that of OA in a pure monolayer. Our study of the residue left behind after 

the reaction, however, showed a difference in behaviour from the pure OA case, and an interesting one. 

Initially, it might not seem so important to have discovered that some products from the ozonolysis of 

OA remain at the interface in a mixed monolayer with SA. After all, SA is itself a saturated fatty acid, and 

so the addition of a small amount of extra saturated material, impervious to further ozonolysis, does not 

greatly matter to the surface properties of the system in the same way that the presence at the 

interface of reaction products from pure OA ozonolysis (as seen at low temperatures; see Chapter 5) 

matters to what would, without these products, be a clean water surface. 

However, the incomplete removal of OA (in terms of total material at the interface) by ozonolysis at 

room temperature if SA is also present suggests that re-deposition and re-ozonolysis of OA could build 

up saturated OA ozonolysis products at the interface until it becomes ‘full’, resulting in an entirely 

saturated monolayer impervious to any ozonolysis. The result from the low temperature OA work (see 

Chapter 5) in which OA ozonolysis products are stable at the interface at low temperatures hints at a 

situation in which this could happen without any ‘seed’ saturated material at all. If enough saturated 

material can be built up at low temperatures from ozonolysis of OA (and such a re-deposition and re-

ozonolysis experiment was performed, and did result in the build-up of a product layer over time), then 

this product monolayer may act like SA did in this work, and stabilise further OA ozonolysis products 

even at higher temperatures. This is very speculative and depends on OA ozonolysis products playing 

the same stabilisation role as we have observed SA to play here, but is certainly an idea worth pursuing. 

This may provide something of an explanation as to why, despite OA and other unsaturated fatty acids 

being emitted significantly by anthropogenic activity13, recent work on aerosol particles collected from 

the atmosphere has shown that their surfaces host entirely inert monolayers4. A model in which an 

initially mixed saturated/unsaturated monolayer (or even, possibly, a fully unsaturated monolayer) is 

gradually transformed into a fully saturated monolayer through the repeated deposition and ozonolysis 

of unsaturated species, makes sense of both of these findings. 

The preliminary low temperature work discussed here is worth following up properly. The preliminary 

result that a product monolayer is not seen for h-OA/d34-SA ozonolysis at low temperatures is hard to 

explain; why would two factors (the presence of SA and the low temperature) that individually induce 

OA ozonolysis products to stabilise at the interface not induce that stabilisation together? It should be 

stressed that these results are very preliminary, and it may simply be that, due to the limited Q range 

over which the experiment was run and the short count time allowed, the residue was just below our 
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detection limit. Repeating this experiment with a longer count time, and utilising the full Q range 

available at INTER, would be a good start. The experiment with a 4:1 mole ratio between d34-OA and h-

SA was performed using INTER’s full Q range, and did show a residual monolayer. A full suite of residue-

detection experiments for a variety of ratios at low temperatures would be a logical next step. It does 

not seem particularly important to make a detailed kinetic study under those conditions, as neither the 

change in temperature (see Chapter 5) nor the presence of SA (see section 6.6) changed the reaction 

rate observed for OA ozonolysis. 

Also worth investigating would be what the threshold for SA presence in the mixed monolayer is to 

induce stabilisation of OA ozonolysis products. Residues have been observed at 1:1 and 1:3 mass ratios; 

it would be interesting to see at what point the SA no longer has this stabilising effect. 

Furthermore, an experiment similar to the one performed for low temperature OA ozonolysis (see 

Chapter 5) in which more OA is added and then another ozonolysis step is performed multiple times in 

order to build up a product monolayer should be performed for the mixed system at room temperature. 

If the same result were to be seen, then the idea that mixed saturated/unsaturated systems gradually 

progress to fully saturated systems, by repeated deposition and ozonolysis of unsaturated species, 

would gain further credibility. 

It would also be instructive to determine what other co-components can also stabilise reaction 

products. Is SA special, or will any saturated fatty acid do? Perhaps most importantly, will the saturated 

reaction products from OA ozonolysis, such as nonanoic acid, which remain at the interface after 

ozonolysis of a pure OA monolayer at low temperatures (see Chapter 5), suffice to stabilise further OA 

ozonolysis reaction products even at room temperature? If so, a full monolayer coating of saturated 

material could be built up from only OA deposition and ozonolysis, as long as sufficient deposition and 

ozonolysis occurred at low temperatures in order to ‘seed’ the interface with enough saturated material 

to stabilise further ozonolysis products at higher temperatures. 

To investigate this, it would be helpful to explore the mechanism of this stabilisation. Is it purely 

intermolecular, mediated by van der Waals forces, or does SA involve itself chemically in the ozonolysis 

of OA, perhaps reacting with Criegee intermediates in order to form large saturated oxidised products 

that are more stable at the interface than the basic OA ozonolysis products are? 

These are just a few ideas for taking research on mixed saturated/unsaturated systems further, and they 

demonstrate that, despite the limited ability of FT-IRRAS to contribute as much as had been hoped to 

the study of this sub-type of mixed fatty acid systems, NR still has a significant role to play in improving 

our understanding of how these monolayers form and develop. There is a lot more work to be done. 
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Chapter 7 – Oxidation of Linoleic Acid 
Monolayers including Fatty Acid and 

Methyl Ester Mixtures 
7.1 – Introduction 
In the last few months of this PhD project, another beamline experiment at ISIS (INTER RB 1910615) was 

undertaken in order to explore a few new possibilities for research using our apparatus and provide a 

way forward from the project to future work. A few experiments pertinent to oleic and stearic acid 

(OA/SA) mixtures were carried out on this beamline experiment, and these are discussed in Chapter 6. 

The main focus of the experiment, however, was to utilise the apparatus that has been under 

development throughout this project for a new group of systems, namely linoleic acid (LOA) 

monolayers.  

LOA represents a logical next step for investigations, as it is a poly-unsaturated analogue of OA, with 

two double-bonds. This allows for ozone-initiated autoxidation (a radical self-oxidation process initiated 

by ozone) as well as traditional ozonolysis1,2. This investigation was not originally intended as part of this 

PhD project, but, as the relevant experiment ended up being conducted during the project’s write-up 

phase, some processing and analysis of the data has been performed in tandem with the write-up of the 

core work, and some resultant data is presented here as something of a primer for future work in this 

domain. Along with the questions left unanswered in the OA/SA mixed monolayers investigation, it 

provides a motivation for future applications of the apparatus developed over the course of this project 

in the domain of air/water interface oxidation studies. 

The core of the experiment involved studying the oxidation of d32-LOA as a pure monolayer, and in 

mixed monolayers with h-oleic acid (h-OA) and h-methyl oleate (h-MO; the methyl ester analogue of 

oleic acid) at both room temperature and a more atmospherically realistic temperature of 3±1 °C. The 

OA/LOA system was also studied in a reverse deuteration configuration (d34-OA/h-LOA) in both these 

temperature conditions. This facilitates more of a study of the ozonolysis of OA in the presence of LOA, 

and dovetails appropriately with the work on OA/SA systems discussed in Chapter 6. Some preliminary 

data from d32-LOA/h-SA mixed monolayers was also gathered. 

7.2 – Oleic Acid Ozonolysis with Linoleic Acid 
As mentioned in section 7.1, the study of this experiment’s reverse deuteration configuration mixed 

monolayer (d34-OA/h-LOA) facilitates the study by neutron reflectometry of the impact of LOA as a co-

deposited film component on the ozonolysis of OA, in a manner analogous to the study of the effects of 

SA discussed in Chapter 6. Figures 7.1 and 7.2 show the ozonolysis of a d34-OA/h-LOA monolayer at a 

variety of ozone concentrations at room temperature and 3±1 °C, respectively. Figure 7.3 shows 

ozonolysis under the two temperature conditions overlaid, displaying only the highest and lowest ozone 

concentrations for clarity. As these figures make clear, the change in temperature did not notably affect 

the rate of reaction. 

Pseudo-1st-order rate constants were fitted to these neutron reflectometry time series using the 

stretched exponential analytical model employed in Chapters 5 and 6 and described in detail in the 

former. Figure 7.4 shows a 2nd-order plot for this reaction (omitting data from the highest ozone 

concentration, as these reactions were judged too fast to fit, given the limitation of 20 second time 

resolution). Fitting a 2nd-order rate constant to this data gives a value of 2.0±0.4 × 10-10 cm2 s-1. This is 
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slightly lower than for pure OA, but the error bars overlap significantly, so this technique is not able to 

firmly claim a difference in rate. 

 

Figure 7.1 – Oxidation of d34-OA in a mixed monolayer with h-LOA; 21 µL of 0.81 g L-1 d34-OA/0.59 g L-1 h-LOA; O3 introduced at 
t = 0 s at various [O3]; room temperature; neutron reflectometry fitted time series. 

 

Figure 7.2 – Oxidation of d34-OA in a mixed monolayer with h-LOA; 21 µL of 0.81 g L-1 d34-OA/0.59 g L-1 h-LOA; O3 introduced at 
t = 0 s at various [O3]; low temperature; neutron reflectometry fitted time series. 
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Figure 7.3 – Oxidation of d34-OA in a mixed monolayer with h-LOA; 21 µL of 0.81 g L-1 d34-OA/0.59 g L-1 h-LOA; O3 introduced at 
t = 0 s at two [O3]; two temperatures; neutron reflectometry fitted time series. 

 

Figure 7.4 – 2nd-order rate plot for the reactions shown in Figures 7.1 and 7.2. 

An experiment was performed in which neutrons were collected over the full Q range accessible to 

INTER, in order to quantify any residue left behind after ozonolysis (as seen for low temperature 

ozonolysis of a pure OA monolayer and for room temperature ozonolysis of an OA/SA mixed monolayer 

in Chapters 5 and 6, respectively). Figure 7.5 shows reflectivity curves before and after oxidation at 

3±1 °C: A residue can clearly be seen. Fitting monolayer parameters to these reflectivity curves to 

quantify the absolute amount of deuterated material adsorbed at the interface determined that 13% of 

such material present before ozonolysis remained afterward. This is within the range seen for pure OA 

monolayers at these temperatures (see Chapter 5). 
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Figure 7.5 – Ozonolysis of d34-OA in a mixed monolayer with h-LOA; 21 µL of 0.81 g L-1 d34-OA/0.59 g L-1 h-LOA; 
[O3] = 983±150 ppb; low temperature; R vs Q reflectivity plots before and after oxidation; air/NRW background shown for 

comparison. 

Due to time restrictions, no analogous experiment was performed at room temperature. However, the 

kinetic data shown in Figures 7.2 to 7.4 (collected across a restricted Q range and therefore not suitable 

for precise absolute quantification of small amounts of material) suggests that a similar residual 

monolayer remains. An extended Q range experiment at room temperature would be a logical next step 

to test this more completely. 

It is notable in Figure 7.5 that the fit to the data collected before the reaction deviates slightly from that 

data at high Q values. This is because the background on INTER is not quite Q-independent, but the 

fitting model in MOTOFIT expects it to be. Where there is very little signal, background is particularly 

important, and this can cause deviation from an ideal fit. This can be avoided by using a fixed 

background parameter derived from a clean air/NRW measurement, and, indeed, this is the procedure 

used for fitting most of the data in this thesis. This does, however, mean assuming that the background 

will not change across the conditions studied (including temperature variations). Therefore, when doing 

experiments specifically to quantify post-oxidation residue under various conditions, in which 

distinguishing genuine residue from background signal is particularly important, this fixed-background 

method was avoided, as it somewhat begs the question. 

7.3 – Oxidation of Linoleic Acid 
The primary focus of this beamline experiment was to study the oxidation of linoleic acid (which can be 

achieved via ozonolysis or ozone-initiated autoxidation) as a monolayer at the air/water interface, and 

the effects of temperature and co-deposited film components on that oxidation process. To this end, 

pure d32-LOA monolayers and mixed monolayers containing h-OA and h-MO were oxidised under a 

variety of ozone concentrations at room temperature and at 3±1 °C. Figures 7.6 to 7.11 show time series 

neutron reflectometry data for these reactions. Figures 7.12 to 7.14 overlay the temperature conditions, 

displaying only the highest and lowest ozone concentrations for clarity. Figure 7.15 shows a 2nd-order 

plot for this reaction, and Table 7.1 shows fitted 2nd-order rate constants for the three monolayer types 

in the two temperature conditions, as well as rate constants for each monolayer type (treating 
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temperature as irrelevant), for each temperature (treating monolayer type as irrelevant), and for all 

data combined. As Table 7.1 makes clear, neither the change in temperature nor the introduction of a 

co-deposited film component alongside d32-LOA consistently affects the rate of reaction of LOA with 

ozone. 

 

Figure 7.6 – Oxidation of a pure d32-LOA monolayer; 21 µL of 1.4 g L-1 d32-LOA; O3 introduced at t = 0 s at various [O3]; 
room temperature; neutron reflectometry fitted time series. 
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Figure 7.7 – Oxidation of a pure d32-LOA monolayer; 21 µL of 1.4 g L-1 d32-LOA; O3 introduced at t = 0 s at various [O3]; 
low temperature; neutron reflectometry fitted time series. 

 

Figure 7.8 – Oxidation of d32-LOA in a mixed monolayer with h-OA; 21 µL of 0.68 g L-1 d32-LOA/0.75 g L-1 h-OA; O3 introduced at 
t = 0 s at various [O3]; room temperature; neutron reflectometry fitted time series. 
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Figure 7.9 – Oxidation of d32-LOA in a mixed monolayer with h-OA; 21 µL of 0.68 g L-1 d32-LOA/0.75 g L-1 h-OA; O3 introduced at 
t = 0 s at various [O3]; low temperature; neutron reflectometry fitted time series. 

 

Figure 7.10 – Oxidation of d32-LOA in a mixed monolayer with h-MO; 21 µL of 0.65 g L-1 d32-LOA/1.0 g L-1 h-MO; O3 introduced at 
t = 0 s at various [O3]; room temperature; neutron reflectometry fitted time series. 
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Figure 7.11 – Oxidation of d32-LOA in a mixed monolayer with h-MO; 21 µL of 0.65 g L-1 d32-LOA/1.0 g L-1 h-MO; O3 introduced at 

t = 0 s at various [O3]; low temperature; neutron reflectometry fitted time series.

 

Figure 7.12 – Oxidation of a pure d32-LOA monolayer; 21 µL of 1.4 g L-1 d32-LOA; O3 introduced at t = 0 s at two [O3]; 
two temperatures; neutron reflectometry fitted time series. 
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Figure 7.13 – Oxidation of d32-LOA in a mixed monolayer with h-OA; 21 µL of 0.68 g L-1 d32-LOA/0.75 g L-1 h-OA; O3 introduced at 
t = 0 s at two [O3]; two temperatures; neutron reflectometry fitted time series.

 

Figure 7.14 – Oxidation of d32-LOA in a mixed monolayer with h-MO; 21 µL of 0.65 g L-1 d32-LOA/1.0 g L-1 h-MO; O3 introduced at 

t = 0 s at two [O3]; two temperatures; neutron reflectometry fitted time series. 
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Figure 7.15 – 2nd-order rate plot for the reactions shown in Figures 7.6 to 7.11. 

Table 7.1 – 2nd-order rate constants for d32-LOA alone and in two mixed systems; two temperatures. Combined rate constants 
for each temperature (combining all mixture configurations), each mixture (combining both temperature conditions) and all 

data also shown. 95% confidence intervals included as ± figures. Confidence intervals estimated for individual 
mixture/temperature pairs; confidence intervals calculated statistically for all combined conditions. 

Rate Constants 
/10-10 cm2 s-1 

21±1 °C 3±1 °C Combined 
Data 

d32-LOA 2.1±0.7 2.0±0.7 2.0±0.4 

d32-LOA/h-OA 2.0±0.7 2.5±0.7 2.3±0.4 

d32-LOA/h-MO 1.9±0.7 2.5±0.7 2.0±0.4 

Combined Data 2.0±0.2 2.3±0.3 2.1±0.2 

These rates are fast compared with those measured by He et al. in 20173. However, this study uses a 

very different morphology (monolayer at the air/water interface) to that used by He et al. when 

measuring their rate constants. Furthermore, the He et al. study uses much higher ozone concentration 

than this study (~10 ppm compared with ~100 to ~1000 ppb in this study) and Chan et al. have warned 

that, due to the competing mechanisms for this reaction that dominate under different conditions, 

extrapolating from high ozone concentrations values downwards is likely to be problematic1. Other 

studies on this heterogenous reaction have mostly reported uptake coefficients, rather than rate 

constants, and these have varied by around an order of magnitude as reviewed by He et al.3. The use of 

an uptake coefficient, which is more dependent on reaction conditions and geometry than is a rate 

constant, makes these studies less useful as a guide for what to expect in this study, which uses a 

monolayer at the air/water interface rather than particulate phase or film-coated flow tube setups. 

Differences in mechanism (discussed in more detail later in this chapter) may also be driving some of 

this discrepancy. 

An experiment analogous to that for d34-OA/h-LOA discussed in section 7.2 was performed in order to 

quantify any post-oxidation residue. Again, only the low temperature was studied due to time 

restrictions. Figures 7.16 to 7.18 show reflectivity curves before and after oxidation at 3±1 °C for 

d32-LOA, d32-LOA/h-OA, and d32-LOA/h-MO respectively. For d32-LOA as a pure monolayer, a residue is 

observed, and fitting monolayer parameters quantifies this as 7% of the initial adsorbed deuterated 

material. For d32-LOA in a mixed monolayer with h-OA, a residue is also observed, and quantified as 11% 

of the initial adsorbed deuterated material. 
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Figure 7.16 – Oxidation of a pure d32-LOA monolayer; 21 µL of 1.4 g L-1 d32-LOA; [O3] = 983±150 ppb; 
low temperature; R vs Q reflectivity plots before and after oxidation; air/NRW background shown for comparison.

 

Figure 7.17 – Oxidation of d32-LOA in a mixed monolayer with h-OA; 21 µL of 0.68 g L-1 d32-LOA/0.75 g L-1 h-OA; 
[O3] = 983±150 ppb; low temperature; R vs Q reflectivity plots before and after oxidation; air/NRW background shown for 

comparison. 
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Figure 7.18 – Oxidation of d32-LOA in a mixed monolayer with h-MO; 21 µL of 0.65 g L-1 d32-LOA/1.0 g L-1 h-MO; 
[O3] = 983±150 ppb; low temperature; R vs Q reflectivity plots before and after oxidation; air/NRW background shown for 

comparison. 

The data for d32-LOA in a mixed monolayer with h-MO is slightly more difficult to interpret. The fitting 

process used throughout this work to fit monolayer parameters to reflectivity data does successfully 

converge and fit a curve (shown on the graph as a red line) that, if genuine, would represent 13% of the 

initial adsorbed deuterated material. However, a visual appraisal of Figure 7.18 suggests strongly that no 

residue remains, as the post-oxidation reflectivity curve differs only from a null-reflecting water 

background in that it is unusually noisy at very low Q. The fit to the data is also visually very poor. This is 

probably a result of the unexpected noisiness at low Q and the fact that several points are below 

background. As mentioned in section 7.2, the INTER background at very low and high Q is sometimes 

not entirely Q-independent, and this may be what is causing this issue; air/NRW background runs often 

also show this oscillation at low Q (see Figures 7.16 to 7.18), so this is likely the source of the similar 

oscillation after oxidation in this case. This may be confusing the fitting algorithm, resulting in the 

spurious fit. This experiment should be repeated to make sure, but it seems likely from this data alone 

that no measurable residual monolayer remains under these conditions, and that the fit achieved by 

MOTOFIT in this case is illusory. 

As well as repeating the low temperature residue quantification experiment for d32-LOA/h-MO, future 

work on this system could perform analogous room temperature experiments. As for the OA ozonolysis 

in the presence of LOA discussed in section 7.2, the kinetic data collected over a limited Q range 

suggests that similar residual monolayers are present, but a full Q range characterisation would be 

necessary to confirm this. 

The mechanism for LOA oxidation is more complex than for OA oxidation; the former involves multiple 

competing pathways of ozonolysis and ozone-initiated autoxidation that result in different products. 

One mechanism or the other has previously been observed to dominate depending on ozone 

concentration and relative humidity1. The linear increase in pseudo-1st-order reaction rate with 

increasing ozone concentration suggests that one dominant mechanism is being observed across the 

range of ozone concentrations used in this work (~100 to ~500 ppb for kinetic studies; ~1000 ppb for 
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residue). Chu et al. noted that higher ozone concentrations (above 250 ppb) inhibited the build-up of 

autoxidation products, as did higher relative humidity1. All this work is carried out with ozone dissolved 

in a stream of dry oxygen, so the relative humidity will be close to 0%. Based on the range of ozone 

concentrations we employed and the low relative humidity of our system, it seems likely that we 

observed only autoxidation, and did not reach conditions necessary for ozonolysis to dominate. The 

autoxidation mechanism is complex and, particularly since it seems premature to claim with certainty 

that it is the mechanism we have observed (as we are only inferring from conditions in comparison to 

other work, not using any direct measurement technique to distinguish autoxidation from ozonolysis), it 

is not presented in full here. A detailed explanation can be found in Chu et al.1. Further work to modify 

our experimental apparatus in order to control the relative humidity would be a logical next step for 

investigations into LOA oxidation. 

Some preliminary experiments on the effect of co-deposited SA on LOA monolayer oxidation were also 

carried out. Figure 7.19 shows the oxidation of a d32-LOA/h-SA monolayer at two ozone concentrations 

at two temperatures. This was not enough data to reliably calculate a 2nd-order rate constant, but a 

visual appraisal of the data suggests that temperature once again does not exert a significant effect on 

the reaction rate. As far as the effect of SA on the reaction rate goes, however, this preliminary data 

suggests that there may be an impact. Figure 7.20 shows the room temperature data overlaid with 

analogous data for d32-LOA/h-OA oxidation. It does appear that the reaction is faster in the presence of 

SA. Further work is necessary to see whether this effect is reproducible, as there is a reasonable degree 

of inter-run variability (as shown in Figure 7.15). 

A full Q range residue quantification experiment was performed for the d32-LOA/h-OA system, and the 

results are shown in Figure 7.21. The post-oxidation reflectivity is not different from the air/NRW 

background barring an intriguing oscillation at low Q. In a similar manner as for d32-LOA/h-MO, 

MOTOFIT is able to fit a curve to this, but this time the fit is clearly illusory. This is in line with the effect 

suggested in Chapter 6 for OA, in which a residue exists for the pure monolayer at low temperature but 

not for the mixed layer with SA. That data needs confirmation with a larger Q range experiment, 

however, and this experiment could do with being repeated, and the oscillation further investigated if it 

is observed again. As with all other systems discussed in this chapter, a full Q range residue 

quantification experiment at room temperature would also be very useful, perhaps more so for the 

d32-LOA/h-OA system than for any of the others presented in this chapter, as we have previously found 

strong evidence (see Chapter 6) that the presence of SA can stabilise products from OA ozonolysis at 

room temperature, so it would be interesting to see if the same holds for LOA autoxidation or 

ozonolysis. 
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Figure 7.19 – Oxidation of d32-LOA in a mixed monolayer with h-SA; 21 µL of 0.65 g L-1 d32-LOA/0.80 g L-1 h-SA; O3 introduced at 

t = 0 s at two [O3]; two temperatures; neutron reflectometry fitted time series.

 

Figure 7.20 – Oxidation of d32-LOA in mixed monolayers with h-OA or h-SA; 21 µL of 0.68 g L-1 d32-LOA/0.75 g L-1 h-OA or 
0.65 g L-1 d32-LOA/0.80 g L-1 h-SA; O3 introduced at t = 0 s at two [O3]; room temperature; neutron reflectometry fitted time 

series. 
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Figure 7.21 – Oxidation of d32-LOA in a mixed monolayer with h-SA; 21 µL of 0.65 g L-1 d32-LOA/0.80 g L-1 h-SA; 
[O3] = 983±150 ppb; low temperature; R vs Q reflectivity plots before and after oxidation; air/NRW background shown for 

comparison. 

7.4 – Future Work 
This preliminary investigation of the data from experiment RB 1910615 on INTER provides a good 

foundation for further investigations into the oxidation of LOA. As mentioned in sections 7.2 and 7.3, 

residue quantification experiments at room temperature across the full Q range accessible at INTER, as 

well as repeats of the low temperature experiments detailed in sections 7.2 and 7.3 (some of which 

have produced unclear results) would be a logical next step. 

The films also need to be characterised and studied offline more fully in order to ensure that the initial 

surface phase is well understood for any more detailed experiments that follow this introductory study, 

and that any apparent differences in behaviour between the pure system and the various mixed systems 

are in fact due to mixing effects, and not due to differing surface phase behaviour. As linoleic acid, oleic 

acid, and methyl oleate are all unsaturated fatty acids with broadly similar physical properties, it is likely 

that they mix well at the interface, and it is also likely that linoleic acid and stearic acid mix poorly, as do 

oleic and stearic acids (see Chapter 6). Due to this similarity to systems already studied and due to the 

very limited timeframe available to work with linoleic acid for this exploratory study, offline 

characterisation (for instance via BAM and Wilhelmy plate tensiometry) was not performed in the work 

displayed here, but such investigations would form a useful part of any further, more detailed work to 

investigate some of the phenomena illuminated by this initial study. 

The kinetic data presented in Table 7.1 is somewhat speculative, as only three data points are used for 

each of the six individual conditions. Data was collected under four ozone concentration conditions, but 

pseudo-1st-order rate constants could not be fitted for the highest, as the reaction was too fast to fit at a 

20 second time resolution. Fitting pseudo-1st-order and 2nd-order rate constants to this data is not 

trivial, as discussed in detail in Chapter 5. In order to achieve a reliable 2nd-order rate constant, one has 

to deal with offsetting at the start of the reaction and find an appropriate ‘effective volume’ to achieve a 

good 1st-order fit across a range of ozone concentration values and achieve linearity in the 2nd-order fit. 

This is challenging with four or five ozone concentration values, and very speculative with only three. 
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This might also explain the very slight negative intercept value seen in the two 2nd-order fits in Figures 

7.4 and 7.15. A zero-intercept is within the 95% confidence interval of the fit, so this may simply be 

chance, but, if it is a genuine effect of the fit, then this deviation from true 2nd-order behaviour could be 

due to the problems in fitting in this manner with only 3 different ozone concentration conditions. 

These issues could be solved by collecting more data across a greater variety of [O3] values. Reactions at 

[O3]gas ≃ 500 ppb produced data that could be fitted at a 20 second time resolution, but reactions at 

[O3]gas ≃ 1000 ppb were too fast, so care would have to be taken about extending the range to higher 

[O3]. It could be possible to push the time resolution a little lower, which might make data collected at 

[O3]gas ≃ 1000 ppb useful for kinetic study after all. This could be investigated by re-processing some of 

the data already collected under those conditions. Alternatively, one could make use of the 5 second 

time resolution available on FIGARO, due to the higher neutron flux at that instrument, though this 

would make FT-IRRAS integration impossible due to the more restricted sample environment. 

The most fruitful approach for further kinetic study would be to move to lower ozone concentrations. 

This would extend the range of data available for 2nd-order fitting, and the new data produced would be 

easier to fit at the 1st-order level, increasing the robustness of the fitted parameters. Furthermore, 

lower ozone concentrations would be more atmospherically relevant. The reason that such high ozone 

concentrations were used for this study is that, as this was an exploratory study, the aim was to test as 

many different mixtures and temperature conditions as possible in the short timeframe of a beamline 

experiment. Higher ozone concentration means faster reactions, greatly increasing the number of 

systems that could be studied. Now that this exploratory study has identified fruitful areas for possible 

future work, any future kinetic studies would be most useful if the ozone concentration range were 

extended to lower values (~25 to ~250 ppb would be a reasonable starting point, compared with ~100 

to ~1000 ppb as used in this exploratory study). 

The effect of SA on the oxidation of LOA, which was only very briefly studied in this experiment, 

certainly merits further investigation. As Figure 7.20 shows, the preliminary data suggests a possible 

significant and measurable effect on the reaction rate. 

The FT-IRRAS data from this experiment also bears deeper study than has been feasible in the time 

available for this initial investigation, as, in some d32-LOA/h-OA oxidation runs, the FT-IRRAS was able to 

see a non-deuterated residue remaining after the reaction (see Figure 7.22 for an example). 

In sum, another beamline experiment is necessary for the picture sketched out with regards to LOA 

oxidation to come fully into focus. The stage is set for the combined NR/FT-IRRAS apparatus developed 

across the course of this project to continue to produce exciting results across a wide range of 

applications in the field of monolayer oxidation studies. 
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Figure 7.22 – Ozonolysis of h-OA in a mixed monolayer with d32-LOA; 21 µL of 0.68 g L-1 d32-LOA/0.75 g L-1 h-OA; O3 introduced 
at t = 0 s at 492±75 ppb; infra-red spectroscopy integrated time series. Peaks from residual h-OA visible. 
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Chapter 8 – Summary 
8.1 – Introduction 
The layout of the thesis so far has been by area of enquiry. This final chapter attempts to tie the various 

topics together into a summary and present the work in a chronological, narrative fashion that makes 

clear the interweaving of scientific problem-solving and technique development that drove this work 

forwards. It is the nature of a PhD project based in a technique like neutron scattering to be based 

around a small number of significant experiments, and so those beamline experiments will serve as the 

structure for this chapter. 

8.2 – Early Exploratory Phase: INTER RB 1510605 and RB 1520459 
The first beamline experiment of the project, RB 1510605 on INTER at ISIS, took place before my PhD 

programme had started, and mostly formed a proof of concept for the idea of combining FT-IRRAS with 

NR in order to study the oxidation of surfactant monolayers at the air/water interface. Some data from 

this beamline experiment can be seen in the RSC Advances paper presented in section 3.1. 

I began working on the project in September 2015, shortly after this beamline experiment, and started 

to familiarise myself with the FT-IRRAS equipment and the wet techniques required to work with and 

spread surfactant monolayers. My first beamline experiment, RB 1520459 took place in November 2015. 

This beamline experiment still used a basic version of the combined NR/FT-IRRAS equipment adapted 

from commonly available NR sample environment equipment, with many FT-IRRAS mirrors essentially 

free-floating in the environment. 

Progress on this beamline experiment was slow, due to the cumbersome and sensitive nature of the FT-

IRRAS equipment, but some good data was gathered. The most obviously promising area of research 

opened up by the combination of techniques was mixed monolayers, and so this beamline experiment 

focused on OA/SA monolayers. Some results from this beamline experiment are presented in Chapter 6, 

including the result that defied adequate explanation until years later: the increase in NR signal upon 

oxidation of an h-OA/d35-SA monolayer. 

Further FT-IRRAS work off the beamline on mixed monolayers followed on from RB 1520459 and backed 

up some of the data gathered during the main experiment, but it became clear that the sample 

environment was too fragile and difficult to use to make good progress, and so attention turned to 

developing a new reaction and analysis chamber and FT-IRRAS beam path manipulation system. 

8.3 – Focus on GCB: INTER RB 1610500 
A proposal for an experiment focusing on the oxidation of GCB alone and in mixed monolayers with 

palmitic acid had been submitted shortly after I began working on the project, and beamline access was 

awarded for July 2016. Preparatory experiments off the beamline showed that GCB would be a more 

challenging surfactant to work with than fatty acids, both in terms of wet technique and FT-IRRAS signal 

strength and consistency. 

Work began on designing and building the first completely bespoke sample environment system for 

NR/FT-IRRAS monolayer oxidation studies around the start of 2016, and the first build was completed in 

time for INTER RB 1610500 in July, during which GCB monolayer studies were undertaken. This version 

of the reaction and analysis chamber was spotlighted in the RSC Advances paper (section 3.1), and the 

results of the GCB experiments were published in the Atmosphere paper (section 4.1). 

The discovery that the GCB monolayer remained largely intact throughout oxidation, losing only the 

unsaturated branch of the tail (which was the part of the molecule that least well modelled marine 
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aerosol normally observed) and not even that in some cases, provided few avenues for promising 

further study. This part of the research, along with some offline Brewster angle microscopy (BAM) work 

on the same monolayer systems, therefore stands somewhat separately from the main body of work on 

fatty acid monolayers, which have proven much more interesting and unpredictable in their behaviour. 

Attention returned to these systems (especially given the unexplained data from h-OA/d35-SA oxidation) 

following RB 1610500. 

As Chapter 3 reports, RB 1610500 was challenging from an equipment point of view, and work 

immediately began on rectifying some of the shortcomings of the first build before the next beamline 

experiment. 

8.4 – Focus on Mixtures: INTER RB 1620451 and RB 1710483 
The trough height adjustment system described in Chapter 3 was deployed for INTER RB 1620451 in 

March 2017, which returned the focus of the project firmly to mixed fatty acid monolayers, particularly 

the OA/SA combination. RB 1620451 was one of the most productive beamline experiments of the 

project in terms of data output. The improved reaction and analysis chamber and sample environment 

setup functioned admirably, and a large variety of OA/SA mixtures were reacted with ozone at a variety 

of concentrations. 

Scientifically, though, this was one of the most frustrating beamline experiments. The working 

hypothesis that best explained the data we’d seen so far (that it was difficult to assign a meaningful 

scale factor due to surface inhomogeneity and the apparent increase in signal was a modelling anomaly 

due to this problem) was contradicted by our first d34-OA/d35-SA monolayer experiments, which should 

have behaved more conventionally if this were the case, but still behaved anomalously. 

The issue is discussed in detail in Chapter 6, but the consequence of this uncertainty was that data was 

collected fairly blind, with the experiment run under a variety of conditions, with the hope that some of 

the data would turn out to be useful in determining kinetic parameters and explaining the OA/SA 

interaction, but with work still to do on getting to the bottom of the problem. 

A few experiments on a D2O subphase performed at the start of the next beamline experiment (RB 

1710483 in September 2017) disproved another working hypothesis (multi-layer formation) that had 

seemed like a promising explanation of the confusing OA/SA data, leaving the project with a wealth of 

NR and FT-IRRAS data on OA/SA mixture oxidation, but very little in the way of a coherent explanatory 

framework for it, or much idea of what was going on. 

8.5 – Focus on Temperature: INTER RB 1710483 and RB 1810793; 

FIGARO 9-10-1518 
While the discussion on mixtures continued, the idea of studying temperature variation was proposed 

and agreed. Following INTER RB 1620451 in early 2017, work began on modifying the reaction and 

analysis chamber by including liquid cooling apparatus. RB 1710483 in September 2017 saw the first 

iteration of a temperature-controlled chamber deployed, and the beamline experiment proceeded as 

something of a mirror image of the prolific but frustrating RB 1620451. 

RB 1710483 was very technically challenging. The first iteration of the cooling system worked poorly and 

inhibited the operation of other chamber components. Details of these problems, and how they were 

solved, are included in Chapter 3. However, through the poor quality and low volume of data produced, 

an exciting possibility was glimpsed: It seemed like, at low enough temperatures, a pure OA monolayer 

wasn’t being entirely removed from the surface, but something was left behind, which disappeared on 

heating. 
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At this point, two years in, the research project was at a serious crossroads. Incomplete oxidation, or a 

stable residual product monolayer, would have important atmospheric implications (it would mean that 

unsaturated fatty acid emissions could affect the physical properties of atmospheric water droplets for 

far longer than would be implied simply by the atmospheric lifetime of the emitted surfactant itself), but 

better controlled experiments would have to be run to reproduce the finding, which would mean 

significant focus on improving the temperature control system. 

On the other hand, plenty of data on mixed monolayers, the original focus of the project and the 

primary justification for combining NR and FT-IRRAS measurements in the first place, was left without a 

clear framework for interpretation. There was data from RB 1610451 that could be used to calculate 

kinetic parameters for the reaction of OA/SA monolayers with ozone (that collected using d34-OA/h-SA 

monolayers), but, without a clear explanation of why data from the h-OA/d35-SA and d34-OA/d35-SA 

experiments demonstrated the anomalous behaviour that it did, it would be unwise to assume that we 

could interpret the d34-OA/h-SA as if our modelling and assumptions were correct. 

The project clearly had to choose a primary direction at this point, and I decided to focus on solving the 

technical issues around temperature control, with a view to following up the suggestion that OA 

monolayers were behaving somewhat differently at low temperatures. 

The next six months saw progress on the temperature control issues, detailed in Chapter 3, which 

culminated in a far improved chamber for RB 1810793 in April 2018. This experiment focused 

completely on studying pure OA monolayers at low temperatures, and so the FT-IRRAS side took less of 

a leading role (though ongoing incremental improvements to the beam path and increased experience 

in alignment helped produce the highest quality FT-IRRAS data yet). The NR signal from the residue was 

slight, but given long run times, detection right down to the background at high Q, and the flexibility of 

INTER’s Event Mode data collection system, it was detectable and demonstrably differentiable from 

background scattering. 

I had already started drafting what would become the ACP paper, based on the scant data from RB 

1710483, and the far better data from RB 1810793 ended up forming the crux of its argument that OA 

monolayers leave behind a stable residue when they oxidise at low temperatures, and that this residue 

can be built up through repeated depositions and re-oxidations. 

A few last technical problems still remained on RB 1810793, and it was unclear whether these could be 

solved in time for the next beamline experiment, 9-10-1518 on the ILL’s FIGARO at the very start of July, 

barely two months after the end of RB 1810793, and the other side of the English Channel. The fix was 

obvious (this was the switch to a single baseplate/trough piece detailed in Chapter 3) but the timelines 

were compressed. I took the decision to proceed, and final adjustments were made to the trough in the 

ILL workshop, the night before 9-10-1518 began. 

FIGARO’s sample environment lacks the size and flexibility of INTER’s, and could not accommodate the 

FT-IRRAS apparatus, meaning this was a pure NR experiment. What it lacks in flexibility, though, FIGARO 

makes up for in neutron flux. This made it ideal for kinetic measurements. Experiment 9-10-1518 was 

therefore able to provide a complementary dataset to RB 1810793. While INTER allowed us to probe 

fine distinctions at high Q over variable time slicing regimes in order to qualitatively investigate the 

residual monolayer that was the focus of our paper, a large number of fast, high-flux experiments on 

FIGARO allowed us to test whether the kinetics of the reaction were affected notably by the same 

temperature shift that stabilised the residue. 

It turned out that the answer was no: There was no notable difference in the kinetics between room 

temperature and near-freezing. This data formed part of the ACP paper, as well as providing a host of 

extra runs to back up the primary residue finding. 
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8.6 – The Final Piece of the Puzzle: SURF RB 1540015 and INTER RB 

1910615 
Following 9-10-1518 on FIGARO, attention turned to analysing and writing up the data from that 

beamline experiment and from INTER RB 1810793, and then to a number of side projects, including a 

secondment. When I returned to write up in January 2019, I approached the still confounding OA/SA 

mixtures data with a fresh outlook and a better understanding of the fundamentals of neutron 

scattering than I had in the early stages of the project. I formulated another hypothesis, which claimed 

the pre-oxidation inhomogeneity that we knew existed from the BAM data and that had driven our 

thinking up to that date was too fine-grained to cause NR interpretation problems, and that in fact the 

problem was a much more coarse-grained post-oxidation inhomogeneity in the remaining SA 

monolayer. 

This hypothesis explained all the NR and FT-IRRAS data we had so far gathered, and its central thesis, 

that a pure SA monolayer well below surface saturation concentration would cluster and that this would 

cause NR fitting based on a uniform monolayer model to overestimate its surface concentration, could 

be tested. It was tested in a short beamline experiment on SURF, which has less flux and flexibility than 

INTER but enough to perform an experiment like this, as it didn’t require the tracking of a fast reaction 

or any additional sample environment equipment besides a standard Langmuir trough. This was RB 

1540015, performed in June 2019. 

RB 1540015 used compression cycling, and demonstrated the predicted effect but with somewhat 

uncertain magnitude. A further experiment on INTER at the start of RB 1910615 the following month 

completed the puzzle, comparing various SA and OA/SA monolayers in side-by-side troughs and 

demonstrating the overestimation of SA monolayer concentration due to inhomogeneity when present 

as a partial monolayer alone, but not when present as part of an OA/SA monolayer. 

The details of this experiment are covered in Chapter 6. From a narrative perspective, these two small 

experiments were the most consequential of any performed throughout the project. They allowed the 

data from previous experiments (RB 1520459, RB 1620451, and RB 1710483 on INTER) to be appraised 

in a new light, and finally understood properly. 

This meant that the wealth of data on OA/SA monolayers from RB 1620451 in March 2017 could finally 

be utilised properly and used to calculate kinetic parameters for the ozonolysis of OA in the presence of 

SA. Once again, the kinetic data implied a null result: The presence of SA does not significantly alter the 

kinetics of OA ozonolysis. What is potentially much more interesting is that OA ozonolysis does seem to 

leave a product monolayer behind when SA is present, just as it does by itself at low temperatures. 

This last finding opens the door for future studies on the way that the mixture and temperature effects 

interact. Preliminary experiments on low temperature ozonolysis of OA/SA mixtures suggested that the 

residual product monolayer seen with low temperature OA and room temperature OA/SA does not 

show up in this case, though this was just one run and the data was somewhat noisy, so certainly 

warrants more investigation. 

8.7 – New Frontiers: INTER RB 1910615 
The rest of RB 1910615 involved opening up the project to a brand new fatty acid: LOA. With the 

reaction and analysis chamber and FT-IRRAS integration now working well, a large variety of preliminary 

studies were conducted on pure LOA monolayers as well as OA/LOA, LOA/MO, and LOA/SA mixtures. 

The details of these experiments are included in Chapter 7, and are too many and varied to list here, but 

many combinations showed interesting potential for further study in terms of residual monolayers and 

kinetics (the first hint of a change in kinetics for a reaction based on a change in conditions was 

observed: LOA may react with ozone when SA is present in the monolayer). 
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RB 1910615 was the first experiment carried out using exactly the same reaction and analysis chamber 

and trough as a previous experiment (9-10-1518 on FIGARO). Equipped with well-functioning cooling 

that no longer impedes standard operation, the currently standing apparatus is ready to continue 

expanding our knowledge of surfactant monolayer oxidation, though there are some possible 

improvements that could yet be made, which are outlined in Chapter 3. 

8.8 – Key Findings 
In its totality, this project should be viewed as having produced both physical and knowledge products. 

The final iteration of the reaction and analysis chamber, FT-IRRAS beam path equipment, and reaction 

trough represents a significant advance over what was available at the start of the project, and should 

allow other projects of a similar nature to proceed with much greater speed and flexibility. 

The knowledge products are summed up in detail in the papers and thesis chapters that precede this 

narrative summary, but the headline findings are outlined here. 

Galactocerebroside oxidation by nitrate radicals: 
• Nitrate radical oxidation does not remove a GCB monolayer from pure water or CaCl2 (aq); 

• The unsaturated tail branch is removed, but not for a GCB/PA monolayer on CaCl2 (aq); 

• This implies that glycolipid monolayers on marine aerosol persist through night-time. 

 

Effect of temperature on oleic acid ozonolysis: 
• At near-freezing temperatures, OA ozonolysis leaves a residual product monolayer; 

• This residue is likely partly nonanoic acid, partly 9-oxononanoic or azelaic acids; 

• This residue is stable up to 7 to 12 ˚C; 

• Re-deposition and re-ozonolysis of OA leads to build-up of this product layer; 

• Changes in temperature over this range do not affect OA ozonolysis kinetics. 

 

Effect of stearic acid as a monolayer co-component on oleic acid ozonolysis: 

• Despite problems using NR to measure SA, NR measurements of OA in the presence of SA using 

standard uniform monolayer models are reliable; 

• OA ozonolysis in a binary mixed monolayer with SA leaves a residual product monolayer; 

• Further analysis of the interaction between this effect and the temperature effect is needed; 

• The presence of SA does not affect the kinetics of OA ozonolysis. 

 

The single headline result, implied from both the temperature effect and the SA co-component effect, is 

this: Unsaturated fatty acid emissions could affect the physical properties of water droplets in the 

atmosphere longer than implied by their atmospheric lifetimes. 

 If OA monolayers form at low temperatures, or if they form in the presence of SA as a monolayer co-

component even at higher temperatures, then ozonolysis will not remove all surfactant material but will 

leave a residual product monolayer behind. If SA is taken to be a model for saturated fatty acids, and OA 

for unsaturated, then a situation could obtain where, as long as some ‘seed’ saturated material is 

present (either through direct deposition or as residue from a low temperature ozonolysis of 

unsaturated material), repeated deposition and re-oxidation of unsaturated material could result in the 

gradual build-up of a saturated monolayer impervious to ozonolysis, as has been observed in real-life 

aerosol samples, despite the feedstock material being mostly or maybe even wholly unsaturated 

material. Unsaturated, reactive emissions could lead to saturated, stable monolayers. 
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Appendices 
Appendix 1 – Process Code 

A.1.1 – Introduction 
As discussed in Chapter 2, data processing for the work detailed in this thesis was carried out using: 

MantidPlot1, a Python plotting and data handling environment designed explicitly for working with 

neutron scattering data; COSMOS, a neutron reflectometry data handling package that forms part of the 

LAMP2 software suite for neutron scattering data; and MOTOFIT3, a neutron reflectometry fitting tool 

for the data analysis environment Igor Pro.  

Across the course of the project, I composed simple software tools to assist with my analysis. One of 

these was a function within MantidPlot that modified existing scripts used for Event Mode data 

reduction and packaged them into a basic wrapper that could iterate over a run and break it down into 

time slices of a defined length. This was used extensively for the early phase of data reduction, in which 

raw Event Mode data is processed into R vs Q reflectivity curves.  

The other tool was an Igor procedure designed to run after MOTOFIT batch fitting. The output from 

MOTOFIT batch fitting is produced in terms of scattering length density, and is displayed and stored in a 

somewhat inconvenient manner. Furthermore, multiple batch fitting instances simply append their 

results to the same dataset. The Igor procedure I wrote takes the output from a MOTOFIT batch fit, 

translates it into a more usable format (surface concentration and scattering length coverage, rather 

than simply scattering length density, which is not particularly informative alone as it depends on 

modelled layer thickness; see Chapter 2 for a full explanation), and graphs it in a manner appropriate for 

further processing or pseudo-1st-order rate constant fitting. It then cleans the MOTOFIT batch fitting 

output data so that the next batch fit produces a separate dataset. 

A.1.2 – MantidPlot 
The MantidPlot function definitions are included here. “EventRef…” functions are slightly modified 

versions of functions regularly in use at ISIS that were not originally written by me. “ProcessRun” is my 

wrapper for those functions. The liberal use of print statements is intended to allow me to monitor the 

progress of the function and ensure it is running properly, as MantidPlot is not completely stable. The 

function was intended for local use, so file paths are hard coded. 

 

def EventRefLoQ(runno,stop,start=0,latest=0): 

    runno=str(runno) 

    Load(Filename=runno, OutputWorkspace=runno, LoadMonitors=True) 

    angle=0.8 

     

    w1=mtd[runno] 

    total = w1.getRun().getLogData('gd_prtn_chrg').value 

     

    FilterByTime(InputWorkspace=runno, 

OutputWorkspace=runno+'_filter', StartTime=start, StopTime=stop) 

    wt=mtd[runno+'_filter'] 
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    slice = wt.getRun().getLogData('gd_prtn_chrg').value 

    fraction = slice/total 

 

    duration = wt.getRun().getLogData('duration').value 

    print 'Processing Slice ' +str(start) + ' to ' + str(stop) + ' of 

total ' + str(duration) + ' of run ' + str(runno) 

    if latest==1: 

        start=int(duration-stop) 

        stop=int(duration) 

    

Scale(InputWorkspace=runno+'_monitors',Factor=fraction,OutputWorkspace

='mon_slice') 

    Rebin(InputWorkspace=runno+'_filter', 

OutputWorkspace=runno+'_'+str(start)+'_'+str(stop), 

Params='0,100,100000', PreserveEvents=False) 

    Rebin(InputWorkspace='mon_slice', OutputWorkspace='mon_rebin', 

Params='0,100,100000', PreserveEvents=False) 

    AppendSpectra(InputWorkspace1='mon_rebin', 

InputWorkspace2=runno+'_'+str(start)+'_'+str(stop), 

OutputWorkspace=runno+'_'+str(start)+'_'+str(stop), MergeLogs=True) 

    

ReflectometryReductionOneAuto(InputWorkspace=runno+'_'+str(start)+'_'+

str(stop), FirstTransmissionRun='TRANS_SM', 

OutputWorkspace=runno+'_'+str(start)+'_'+str(stop)+'_ref',\ 

        

OutputWorkspaceWavelength=runno+'_'+str(start)+'_'+str(stop)+'_lam', 

OutputWorkspaceBinned=runno+'_'+str(start)+'_'+str(stop)+'_binned', 

Params='0.03,-0.07,0.33', ProcessingInstructions='3', 

WavelengthMin=1.5, \ 

        WavelengthMax=17, ThetaIn=angle, StrictSpectrumChecking=False, 

CorrectionAlgorithm='None',MomentumTRansferStep=0.07) 

    Rebin(runno+'_'+str(start)+'_'+str(stop)+'_ref',Params='0.012,-

0.06,0.08',OutputWorkspace=runno+'_'+str(start)+'_'+str(stop)+'_ref') 

 

 

def EventRefHiQ(runno,stop,start=0,latest=0): 

    runno=str(runno) 

    Load(Filename=runno, OutputWorkspace=runno, LoadMonitors=True) 

    angle=2.3 
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    w1=mtd[runno] 

    total = w1.getRun().getLogData('gd_prtn_chrg').value 

     

    FilterByTime(InputWorkspace=runno, 

OutputWorkspace=runno+'_filter', StartTime=start, StopTime=stop) 

    wt=mtd[runno+'_filter'] 

    slice = wt.getRun().getLogData('gd_prtn_chrg').value 

    fraction = slice/total 

 

    duration = wt.getRun().getLogData('duration').value 

    print 'Processing Slice ' +str(start) + ' to ' + str(stop) + ' of 

total ' + str(duration) + ' of run ' + str(runno) 

    if latest==1: 

        start=int(duration-stop) 

        stop=int(duration) 

    

Scale(InputWorkspace=runno+'_monitors',Factor=fraction,OutputWorkspace

='mon_slice') 

    Rebin(InputWorkspace=runno+'_filter', 

OutputWorkspace=runno+'_'+str(start)+'_'+str(stop), 

Params='0,100,100000', PreserveEvents=False) 

    Rebin(InputWorkspace='mon_slice', OutputWorkspace='mon_rebin', 

Params='0,100,100000', PreserveEvents=False) 

    AppendSpectra(InputWorkspace1='mon_rebin', 

InputWorkspace2=runno+'_'+str(start)+'_'+str(stop), 

OutputWorkspace=runno+'_'+str(start)+'_'+str(stop), MergeLogs=True) 

    

ReflectometryReductionOneAuto(InputWorkspace=runno+'_'+str(start)+'_'+

str(stop), FirstTransmissionRun='TRANS', 

OutputWorkspace=runno+'_'+str(start)+'_'+str(stop)+'_ref',\ 

        

OutputWorkspaceWavelength=runno+'_'+str(start)+'_'+str(stop)+'_lam', 

OutputWorkspaceBinned=runno+'_'+str(start)+'_'+str(stop)+'_binned', 

Params='0.03,-0.07,0.33', ProcessingInstructions='3', 

WavelengthMin=1.5, \ 

        WavelengthMax=17, ThetaIn=angle, StrictSpectrumChecking=False, 

CorrectionAlgorithm='None',MomentumTRansferStep=0.07) 

    Rebin(runno+'_'+str(start)+'_'+str(stop)+'_ref',Params='0.033,-

0.06,0.33',OutputWorkspace=runno+'_'+str(start)+'_'+str(stop)+'_ref') 

     

def ProcessRun(runnumber,angle,slicelength,runlength): 
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    numberofslices=runlength/slicelength 

    for jj in range(0,numberofslices): 

        if angle=='Lo': 

            print 'Processing at Lo Angle' 

            EventRefLoQ(runnumber,(jj+1)*slicelength,jj*slicelength) 

            fname='C://Nexus Storage (No Cloud Mirror)/1810793/ASCII 

Dump/' + str(runnumber) + '_' + str(jj*slicelength) + '_' + 

str((jj+1)*slicelength)+'.txt' 

            print 'Saving ASCII file ' + fname 

            

SaveANSTOAscii(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*s

licelength)+'_ref',fname) 

            fname='C://Nexus Storage (No Cloud Mirror)/1810793/Kinetic 

Slice Processing/' + str(runnumber) + '_' + str(jj*slicelength) + '_' 

+ str((jj+1)*slicelength)+'.nxs' 

            print 'Saving NEXUS file ' + fname 

            

SaveNexus(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*slicel

ength),fname) 

            fname='C://Nexus Storage (No Cloud Mirror)/1810793/Kinetic 

Slice Processing/' + str(runnumber) + '_' + str(jj*slicelength) + '_' 

+ str((jj+1)*slicelength)+'_lam.nxs' 

            print 'Saving NEXUS file ' + fname 

            

SaveNexus(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*slicel

ength) + '_lam',fname) 

            fname='C://Nexus Storage (No Cloud Mirror)/1810793/Kinetic 

Slice Processing/' + str(runnumber) + '_' + str(jj*slicelength) + '_' 

+ str((jj+1)*slicelength)+'_ref.nxs' 

            print 'Saving NEXUS file ' + fname 

            

SaveNexus(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*slicel

ength) + '_ref',fname) 

            fname='C://Nexus Storage (No Cloud Mirror)/1810793/Kinetic 

Slice Processing/' + str(runnumber) + '_' + str(jj*slicelength) + '_' 

+ str((jj+1)*slicelength)+'_binned.nxs' 

            print 'Saving NEXUS file ' + fname 

            

SaveNexus(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*slicel

ength) + '_binned',fname) 

            print 'Deleting slice workspaces' 
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DeleteWorkspace(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*

slicelength)+'_binned') 

            

DeleteWorkspace(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*

slicelength)+'_ref') 

            

DeleteWorkspace(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*

slicelength) + '_lam') 

            

DeleteWorkspace(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*

slicelength)) 

        elif angle=='Hi': 

            print 'Processing at Hi Angle' 

            EventRefHiQ(runnumber,(jj+1)*slicelength,jj*slicelength) 

            fname='C://Nexus Storage (No Cloud Mirror)/1810793/ASCII 

Dump/' + str(runnumber) + '_' + str(jj*slicelength) + '_' + 

str((jj+1)*slicelength)+'.txt' 

            print 'Saving ASCII file ' + fname 

            

SaveANSTOAscii(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*s

licelength)+'_ref',fname) 

            fname='C://Nexus Storage (No Cloud Mirror)/1810793/Kinetic 

Slice Processing/' + str(runnumber) + '_' + str(jj*slicelength) + '_' 

+ str((jj+1)*slicelength)+'.nxs' 

            print 'Saving NEXUS file ' + fname 

            

SaveNexus(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*slicel

ength),fname) 

            fname='C://Nexus Storage (No Cloud Mirror)/1810793/Kinetic 

Slice Processing/' + str(runnumber) + '_' + str(jj*slicelength) + '_' 

+ str((jj+1)*slicelength)+'_lam.nxs' 

            print 'Saving NEXUS file ' + fname 

            

SaveNexus(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*slicel

ength) + '_lam',fname) 

            fname='C://Nexus Storage (No Cloud Mirror)/1810793/Kinetic 

Slice Processing/' + str(runnumber) + '_' + str(jj*slicelength) + '_' 

+ str((jj+1)*slicelength)+'_ref.nxs' 

            print 'Saving NEXUS file ' + fname 

            

SaveNexus(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*slicel

ength) + '_ref',fname) 
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            fname='C://Nexus Storage (No Cloud Mirror)/1810793/Kinetic 

Slice Processing/' + str(runnumber) + '_' + str(jj*slicelength) + '_' 

+ str((jj+1)*slicelength)+'_binned.nxs' 

            print 'Saving NEXUS file ' + fname 

            

SaveNexus(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*slicel

ength) + '_binned',fname) 

            print 'Deleting slice workspaces' 

            

DeleteWorkspace(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*

slicelength)+'_binned') 

            

DeleteWorkspace(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*

slicelength)+'_ref') 

            

DeleteWorkspace(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*

slicelength) + '_lam') 

            

DeleteWorkspace(str(runnumber)+'_'+str(jj*slicelength)+'_'+str((jj+1)*

slicelength)) 

        else: 

            print 'Angle not set' 

    print 'Deleting run workspaces' 

    DeleteWorkspace(str(runnumber)) 

    DeleteWorkspace(str(runnumber) + '_filter') 

    DeleteWorkspace(str(runnumber) + '_monitors') 

    DeleteWorkspace('mon_rebin') 

    DeleteWorkspace('mon_slice') 

             

##Now updated to work with Mantid 3.12.1 

##Fixes included new syntax for ReflectometryReductionOneAuto function 

and a few changes to name handling to make it all work out properly 

plus saving and deleting thew new *_binned workspaces 

##Bleed of run (rather than slice) workspaces fixed 

##LoQ and HiQ variants of EventRef from EventRef.py have been defined 

separately 

##Defining Angle and Trans no longer necessary 

##Angle set to 0.8 for LoQ variant and 2.3 for HiQ variant in function 

definitions 
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##Trans set to TRANS_SM for LoQ variant and TRANS for HiQ variant in 

function definitions 

##ProcessRun looks at an angle set and loops the relevant EventRef 

over the defined timescale 

##ProcessRun takes Run Number, Angle ('Hi' or 'Lo'), Slice Length 

(seconds) and Run Length (seconds) 

##Save location is part of the definition so need to redefine for new 

location 

 

A.1.3 – Igor 
The Igor procedure is included here. I also wrote a modified version that can deal with a co-deposited 

stable deuterated component. This version simply accepts a few extra parameters regarding the stable 

component and corrects the surface concentration calculations accordingly. The modified procedure did 

not end up being used for any graphs that were included in the thesis, and it is not reproduced here as it 

is identical to the following single component procedure in almost every way. 

 

#pragma rtGlobals=3  // Use modern global access method and 

strict wave access. 

 

Function OneComponent() 

 Variable timestep //declare timestep parameter 

 Variable scatlengthfm //declare scatlength fm parameter 

 Variable numpts //declare number of points for output graph 

 String runid //declare runid parameter 

 Prompt timestep "Enter Experiment Timestep in seconds "

 //input timestep parameter 

 Prompt scatlengthfm "Enter Film Component Scattering Length in 

femtometres " //input reactive component scattering length fm 

parameter 

 Prompt numpts "Enter Number of Data Points for Model" //input 

numpts parameter 

 Prompt runid "Enter Run ID" //input runid parameter 

 DoPrompt "Set Parameters", scatlengthfm, timestep, numpts, runid 

//wait for user input 

 If (V_Flag) //check if user cancelled 

  return 0 //abort process 

 endif //return to function 

 NewDataFolder root:$runid //create data folder for this run 

 SetDataFolder root:$runid //set data folder for this run 
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 Duplicate/O/R=[*][7,7] 

root:packages:motofit:motofit_batchfits:concat_coef SLD //create SLD 

wave 

 Duplicate/O/R=[*][7,7] 

root:packages:motofit:motofit_batchfits:concat_coef_sigma SLD_sigma 

//create SLD error wave 

 Duplicate/O/R=[0,0][6,6] 

root:packages:motofit:motofit_batchfits:concat_coef Modthickwave 

//create temporary thickness wave 

 Duplicate SLD SLC //create SLC wave 

 Duplicate SLD_sigma SLC_sigma //create SLC error wave 

 Duplicate SLC Coverage //create Coverage wave 

 Duplicate SLC_sigma Coverage_sigma //create Coverage error wave 

 Redimension/N=-1 

SLD,SLC,Coverage,SLD_sigma,SLC_sigma,Coverage_sigma //redimension all 

data waves 

 Variable/G Modthickcm //create thickness centimetres variable 

 Variable/G SLengthcm //create scattering length cm variable 

 Variable/G Graphlength //create graph length variable 

 String/G SLDlabel //create SLD graph label variable 

 String/G GraphBox //create graph box variable 

 String/G SLDGraphName //create SLD graph name variable 

 String/G SLCGraphName //create SLC graph name variable 

 String/G CoverageGraphName //create Coverage graph name variable 

 SetScale/P x 0,timestep,"", 

SLD,SLD_sigma,SLC,SLC_sigma,Coverage,Coverage_sigma; //set scaling of 

waves to data spacing of experiment 

 Modthickcm = Modthickwave*(10^-8) //set thickness centimetres 

variable 

 SLengthcm = scatlengthfm*(10^-13) //set scattering length cm 

variable 

 Graphlength = numpts //set graph length variable 

 SLDlabel = "SLD /10\\S-6 \\MA\\S-2 \\Mat " + 

num2str(modthickcm*(10^8)) + " A model layer" //set graph label 

variable 

 GraphBox = "Run " + runid //set graph box variable 

 SLDGraphName = "Run" + runid + "SLD" //set SLD graph name 

variable 

 SLCGraphName = "Run" + runid + "SLC" //set SLC graph name 

variable 



Page 172 of 176 

 

 CoverageGraphName = "Run" + runid + "Coverage" //set Coverage 

graph name variable 

 SLC = (SLD*(10^10))*Modthickcm //calculate SLC 

 SLC_sigma = (SLD_sigma*(10^10))*Modthickcm //calculate SLC error 

 Coverage = SLC/SLengthcm //calculate Coverage 

 Coverage_sigma = SLC_sigma/SLengthcm //calculate Coverage error 

 KillWaves Modthickwave //kill temporary thickness wave  

    

 Display/N=$SLDGraphName SLD //display SLD graph 

 DoWindow/T $SLDGraphName "Run " + runid + " SLD" //set SLD graph 

title 

 ErrorBars SLD Y,wave=(SLD_sigma,SLD_sigma) //add SLD error bars 

 ModifyGraph mode=3,marker=19,msize=1.5,rgb=(0,0,0) //SLD graph 

markers 

 SetAxis/A/N=1/E=1 left //SLD axis cleanup 

 SetAxis/A/N=1/E=1 bottom //SLD axis cleanup 

 ModifyGraph highTrip=10,notation=1 //SLD axic cleanup 

 Label bottom "Time /s" //SLD axis label 

 Label left SLDlabel //SLD axis label 

 TextBox/C/N=text0/A=MC GraphBox //Set Graph Box 

 ModifyGraph standoff=0 //SLD axis standoff 

 Display/N=$SLCGraphName SLC //display SLC graph 

 DoWindow/T $SLCGraphName "Run " + runid + " SLC" //set SLC graph 

title 

 ErrorBars SLC Y,wave=(SLC_sigma,SLC_sigma) //add SLC error bars 

 ModifyGraph mode=3,marker=19,msize=1.5,rgb=(0,0,0) //SLC graph 

markers 

 SetAxis/A/N=1/E=1 left //SLC axis cleanup 

 SetAxis/A/N=1/E=1 bottom //SLC axis cleanup 

 ModifyGraph highTrip=10,notation=1 //SLC axis cleanup 

 Label left "SLC /cm\\S-1" //SLC axis label 

 Label bottom "Time /s" //SLC axis label 

 TextBox/C/N=text0/A=MC GraphBox //Set Graph Box 

 ModifyGraph standoff=0 //SLC axis standoff 

 Display/N=$CoverageGraphName Coverage //display Coverage graph 
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 DoWindow/T $CoverageGraphName "Run " + runid + " Coverage" //set 

Coverage graph title 

 ErrorBars Coverage Y,wave=(Coverage_sigma,Coverage_sigma) //add 

Coverage error bars 

 ModifyGraph mode=3,marker=19,msize=1.5,rgb=(0,0,0) //Coverage 

graph markers 

 SetAxis/A/N=1/E=1 left //Coverage axis cleanup 

 SetAxis/A/N=1/E=1 bottom //Coverage axis cleanup 

 ModifyGraph highTrip=10,notation=1 //Coverage axis cleanup 

 Label left "Coverage /cm\\S-2" //Coverage axis label 

 Label bottom "Time /s" //Coverage axis label 

 TextBox/C/N=text0/A=MC GraphBox //Set Graph Box 

 ModifyGraph standoff=0 //Coverage axis standoff 

 DeletePoints graphlength+1,100000, 

SLD,SLD_sigma,SLC,SLC_sigma,Coverage,Coverage_sigma //truncate graphs 

 DoWindow/K concatenatedcoefs //window cleanup 

 DoWindow/K batchdata //window cleanup 

 DoWindow/K concatenatedparameters //window cleanup 

 SetDataFolder :: //return to root folder 

 KilLDataFolder root:packages:motofit:motofit_batchfits //cleanup 

temporary waves 

End 
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Appendix 2 – Oleic Acid Brewster Angle Microscopy 
Brewster angle microscopy (BAM) images were taken for every system studied in the course of the 

project, excepting the linoleic acid systems discussed in Chapter 7, as work on those systems is just 

getting underway. Many hundreds of images were taken, and the best examples of the relevant images 

are included at various points in the thesis as relevant. At several points, reference is made to the 

featureless nature of BAM images of pure oleic acid monolayers, but these are not shown, as there is 

very little to see. Such an image is reproduced in Figure A.1 here for completeness. Several other images 

were taken, but they all look like this. The banding is an artefact caused by a flaw in the BAM objective 

lens. The small oval in the top right is a fleck of dust flitting past the objective lens. The speck of dust is 

out of focus, hence the rings around it. 

 

Figure A.1 – BAM image of a pure oleic acid monolayer on a pure water subphase at 23 mN m-1 surface pressure. 
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