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1 Abstract

2

3 Cut-off Lows (COLs) in the Southern Hemisphere and the mechanisms involved in their 

4 development are investigated in detail using the eddy kinetic energy (EKE) budget 

5 applied to data from the ERA-Interim reanalysis. This approach considers the most 

6 important processes that are typical for the evolution of midlatitude disturbances such as 

7 the baroclinic (BRC) and barotropic (BRT) conversions, and the ageostrophic flux 

8 convergence (AFC), known as downstream development. Composites of the volume-

9 integrated EKE and its components are evaluated based on the 200 most intense SH 

10 COLs (> 98th percentile) observed in a 36-yr period. Results show that the AFC 

11 together with the BRC conversion are the most important contributor to the EKE growth 

12 for the COLs, characterizing the downstream baroclinic development. The AFC plays 

13 an important role in genesis and intensification phases of the COLs, while the BRC 

14 conversion is important for the system maintenance. The dissipation of the COLs occurs 

15 due to dispersive fluxes (ageostrophic flux divergence) together with other processes 

16 not directly computed in the EKE equation, such as friction and latent heat release 

17 which are problematic in reanalysis datasets. The BRT conversion contributes 

18 negatively to the COL development by transferring EKE to the zonal flow kinetic 

19 energy, though this is not enough to dampen the intensification. Regional differences 

20 were found in the energetics, indicating that COLs originating upstream of the 

21 continents are clearly dominated by ageostrophic fluxes, while the systems over the 

22 Australian region are mostly driven by baroclinic processes. 

23 Keywords: Cut-off Lows; Energetics, Eddy Kinetic Energy, Baroclinic Conversion, 

24 Ageostrophic Flux Convergence.
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25 1 Introduction

26 Over the past several decades, Cut-off Low (COL) systems have been attracting 

27 increasing attention from the forecasting and research communities, mainly because of 

28 the severe impacts that intense storms of this type can have on human activities. In the 

29 Southern Hemisphere (SH), COLs are one of the major synoptic-scale systems that 

30 contribute to the rainfall in subtropical regions (Llasat et al. 2007; Singleton and Reason 

31 2007; McInnes and Hubbert 2001). COLs have been found to be responsible for over 

32 half of the total precipitation in southeastern Australia (Pook et al. 2006), standing out 

33 as being the main controlling factor for the interannual variability of rainfall (Risbey et 

34 al. 2009). Moreover, COLs are distinct systems that can cause unusual precipitation in 

35 arid regions such as in the Namib and Kalahari Deserts in southern Africa (Muller et al. 

36 2008) and the Atacama Desert in the north Chilean Andes (Bozkurt et al. 2016).

37 During the past two or three decades, a variety of observational and modelling studies 

38 have been undertaken to guide our knowledge of COLs. Great efforts have been made 

39 to better understand COLs in regard to their typical behavior and the different physical 

40 and dynamical processes associated with them. A typical COL differs from the cold-

41 core vortices found at higher latitudes as COLs generally originate equatorward of the 

42 main westerlies. The main climatological features of COLs such as where they are 

43 usually found, their trajectories, life span and seasonal variability are generally accepted 

44 in the published literature (Fuenzalida et al. 2005; Nieto et al. 2008; Reboita et al. 2010; 

45 Pinheiro et al. 2017), but the processes that control the intensification and maintenance 

46 of COLs have not previously been investigated extensively. A better understanding of 

47 the mechanisms that typically control the development of COLs may help to improve 

48 their representation in models and enable improved forecasting of COLs.
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49 A large body of literature has documented the evolution of mid-latitude disturbances 

50 since the classical studies of Charney (1947), Eady (1949) and Kuo (1949), contributing 

51 to our understanding of baroclinic growth and barotropic decay. Later, other factors 

52 have been considered that may influence the development of cyclonic disturbances in 

53 subtropical and mid-latitudes, such as diabatic processes (Davis et al. 1993; Martínez-

54 Alvarado et al. 2014), surface fluxes (Kuo et al. 1991; Nogués-Paegle and Mo 1997; 

55 Dal Piva et al. 2011), topography (Buzzi et al. 1987; Hayes et al. 1987; Gan and Rao 

56 1994; Mikyfunatsu et al. 2004), and the interaction between upper-tropospheric 

57 potential vorticity (PV) with lower-tropospheric cyclonic features (Hoskins et al. 1985; 

58 Mikyfunatsu et al. 2004).

59 Although numerous previous studies have demonstrated that the contribution of 

60 baroclinic processes are the most important for the growth of mid-latitude disturbances, 

61 the concept based on the idea of atmospheric energy dispersion (Rossby 1945; Yeh 

62 1949), the so-called downstream development (Simmons and Hoskins 1979), has 

63 emerged as an essential mechanism for the development and maintenance of synoptic-

64 scale systems. According to this theory, the development of baroclinic eddies is the 

65 result of the energy dispersed from decaying systems upstream, which propagate 

66 eastward with a nearly Rossby wave group velocity (Pedlosky 1987; Chang and 

67 Orlanski 1994). Orlanski and Sheldon (1995) observed that cyclone waves grow 

68 initially due to the upstream energy source and later because of the baroclinic 

69 conversion (EKE growing with ascent in the warm air and descent in the cold air) 

70 referred to as downstream baroclinic development. Motivated by this context, other 

71 authors have made use of the concept of downstream energy dispersion to provide a 

72 dynamical interpretation of the baroclinic disturbances based on observations (Chang 

73 1993; 2000; Danielson et al. 2004; 2006; Decker and Martin 2005; Dal Piva et al. 2010; 
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74 Rivière et al. 2015) or model simulations (Hoskins and Simmons 1979; Orlanski and 

75 Chang 1993; Papritz and Schemm 2013; Schemm et al. 2013).

76 The perspectives obtained from the concept of downstream baroclinic development 

77 have motivated the use of the local eddy kinetic energy (EKE) equation described by 

78 Orlanski and Katzfey (1991) to explore the energy budget of cyclones, although very 

79 few attempts have been made to investigate the energetics of COLs. Nevertheless, there 

80 are a few studies, for example the study of Gan and Dal Piva (2013) who used the 

81 National Centers for Environmental Prediction (NCEP) Department of Energy (DOE) 

82 reanalysis to analyse the evolution of a COL in the South Pacific Ocean. They found 

83 some differences in terms of the dominant mechanisms active in the COL studied 

84 compared to typical extratropical cyclones, as the ageostrophic flux convergence (AFC) 

85 was the main mechanism responsible for the EKE growth of the COL, whereas the 

86 baroclinic (BRC) conversion played a secondary role, and was only important for the 

87 genesis. The barotropic (BRT) term remained negative during the whole life cycle, 

88 representing an important dissipative mechanism. These results were confirmed in a 

89 composite study using fifty cases of COLs that occurred in the South Pacific Ocean 

90 (Gan and Dal Piva 2016). 

91 In a similar study, but using the Lorenz energetics (Lorenz 1955), Pinto and da Rocha 

92 (2011) found that a particular disturbance associated with a mid-level COL located off 

93 the southern Brazilian coast intensified due to the strong influx of available potential 

94 and kinetic energy into the domain. These findings are consistent with the recent 

95 demonstration that the zonal flow influences the COL development by advecting zonal 

96 momentum from the large-scale jet streak in a nearly eastward direction (Ndarana et al. 

97 2020). In addition, earlier studies have demonstrated that the downstream amplification 

98 mechanism associated with upper-level cold lows off Northeast Brazil is a result of 
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99 Rossby, and mixed Rossby-gravity wave dispersion (Silva Dias et al. 1983) with a 

100 dominant period of 3-6 days with peak activity during the summer (Magaña and Yanai 

101 1995; Yanai and Maruyama 1966). This type of disturbance can act as a precursor to 

102 upper tropospheric vortices triggered by various processes such as lateral forcing (Mak 

103 1969), thermal forcing (Lamb 1973), and wave-CISK (conditional instability of the 

104 second kind) (Hayashi 1970).

105 While the studies of Gan and Dal Piva (2013; 2016) have demonstrated that COL 

106 development is indeed dominated by the energy originating from upstream regions 

107 rather than directly from baroclinic processes, it is not clear whether the results therein 

108 are robust enough to represent the energetics over a larger number of COLs, including 

109 those located in other regions in the SH, because of the different nature of COLs, as 

110 recently discussed by Pinheiro et al. (2020b). Given the poor understanding of the 

111 energetics of COLs due to the limited sample size used in previous studies, the most 

112 relevant scientific questions addressed in this paper are:

113 1. What are the main development mechanisms of the most intense SH COLs? 

114 2. Which mechanisms are the most important at specific stages of the COL life cycle, 

115 and how do these mechanisms interact dynamically with each other?

116 3.  How do the mechanisms of COL development vary regionally?

117 The focus of the study is on the strongest systems because COLs generally cause 

118 significant precipitation only if they are strong enough to be connected to cyclonic 

119 features at lower levels (Pinheiro et al. 2020b), and which may lead to significant 

120 moisture and heat transport from tropical latitudes into the system. 

121 The paper continues in Section 2 with a description of the reanalysis dataset and the 

122 methodologies used to identify and track COLs and to compute the EKE budget. 
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123 Section 3 presents the analysis of the composite energetics of austral COLs through 

124 horizontal (vertically integrated quantities) and vertical cross-section fields. Section 4 

125 gives a summary of the main results and conclusions, and recommendation for future 

126 work.

127 2 Data and Methodology

128 2.1 Description of the ERA-Interim reanalysis

129 The study uses six-hourly gridded data from the European Centre for Medium-Range 

130 (ECMWF) Interim (ERA-Interim) reanalysis to identify and track SH COLs and to 

131 compute energy budgets (from 1000 hPa to 100 hPa) during a 36-yr period (1979-

132 2014). Following Pinheiro et al. (2020b, and references therein), we have chosen 300 

133 hPa relative vorticity and geopotential to analyze COLs as they are more frequent and 

134 intense at this level. The ERA-Interim reanalysis for the satellite era (1979 onward) uses 

135 a spectral model with TL255 horizontal resolution (~80 km) and 60 vertical hybrid 

136 levels with model top at 0.1 hPa. ERA-Interim is produced with four-dimensional 

137 variational data assimilation (4D-Var) system to assimilate the disparate quality 

138 controlled observations. A description of the ERA-Interim reanalysis is given by Dee et 

139 al. (2011). This dataset was chosen because this is in good agreement with other 

140 contemporary reanalyses regarding the identification of COLs (Pinheiro et al. 2020a).

141 2.2 Track and identification

142 In this study, the tracking algorithm described by Hodges (1995; 1999) is applied to the 

143 ERA-Interim reanalysis relative vorticity and geopotential data at 300hPa to track and 

144 identify SH COLs using the tracking criteria presented in Pinheiro et al. (2019) and the 

145 detection criteria based on the horizontal winds around the vortex center to separate 

146 COLs from other cyclonic systems. Before the tracking, the vorticity field is spectrally 
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147 truncated to T42 for vorticity as vorticity is a noisy field, while the geopotential field is 

148 spectrally truncated at T63 as this is a smoother field. The tracking is performed on the 

149 two fields independently using six-hourly data for the 300-hPa relative vorticity ( ) 𝜉300

150 and 300-hPa filtered geopotential ( ). Filtered geopotential is obtained by removing 𝑍′300

151 the zonal mean from the geopotential data for each time step and for each latitude, in 

152 order to facilitate identification. The initial identification and tracking are as reported in 

153 Pinheiro et al (2019). To ensure that the  and  minima are cut-off from the 𝜉300 𝑍′300

154 westerlies, restrictive conditions are imposed to the horizontal wind components (u, v) 

155 in four offset points located 5o geodesic from the COL center which are 0° (u > 0), 90° 

156 (v < 0), 180° (u < 0), and 270° (v > 0) relative to North. Finally, we discard short tracks 

157 (those with lifetimes less than 1 day) to avoid noise in the composites.

158 2.3 Composite energetics

159 The energetics of extreme SH COLs are examined using composites of the 200 most 

160 intense systems that are identified in both  and , which exceed the 98th 𝜉300 𝑍′300

161 percentile of the total number of matched COLs in the SH. Common systems are 

162 identified using the same matching method as used in Pinheiro et al. (2020b). An 

163 overview of the trajectories used in the composites is given in Fig. 1. The analysis is 

164 based on the eddy kinetic energy (EKE) equation developed by Orlanski and Katzfey 

165 (1991) and modified by Chang (2000). This is done by partitioning the processes 

166 associated with the COL development into mean flow and perturbations (eddies), and 

167 then analyzing individually the components of the EKE, which are represented in 

168 Equation 1 as follows:

169
∂〈𝐾′〉

∂𝑡 = ― 〈∇.𝑉𝐾′〉 ― 〈∇.𝑉′𝑎𝜙′〉 ― 〈𝜔′𝛼′〉 ― 〈𝑉′.(𝑉′
3.∇3)𝑉 + 𝑉′.(𝑉′3.∇3)𝑉′〉 ― [𝜔𝐾′]|𝐵 +

170 (1)[𝜔𝐾′]|𝑇 ― [𝜔′𝜙′]|𝐵 + [𝜔′𝜙′]|𝑇 + 〈∇.𝑉𝑉𝐾′〉 + [(∂𝑝𝑠

∂𝑡 + 𝑉𝑉.∇𝑝𝑠)𝐾′]|
𝐵

+ 〈𝑅𝐸𝑆〉       
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171 In Equation 1,  represents the kinetic energy,  the specific volume,  the horizontal 𝐾 𝛼 𝑉

172 wind,  the geopotential,  the vertical velocity, and  the surface pressure. The 𝜙 𝜔 𝑝𝑠

173 overbar denotes the time-mean flow calculated for each month averaged over 28-31 

174 days for the 6-hourly data. This is done separately for each individual month and year. 

175 The primes represent the terms associated with the eddies (referring to the deviation 

176 from the mean state), the superscript 3 the three-dimensional vector, the subscript  the 𝑎

177 ageostrophic component, and the subscript  volume displacement velocity. The 𝑣

178 symbols  and  represent volume integrals taken from the bottom (chosen to be the ⟨⟩ []

179 surface pressure, subscript ) to the top (chosen to be the 100 hPa level, subscript ).𝐵 𝑇

180 The term on the left-hand side of Equation 1 is the local tendency of EKE. The first 

181 term on the right-hand side is the EKE flux convergence (KFC) which is associated 

182 with the advective fluxes (Chang 2000). The 2nd term is the ageostrophic flux 

183 convergence (AFC) due to the transfer of energy through the wave dispersion, known as 

184 downstream development (Orlanski and Sheldon 1993). The 3rd term is the baroclinic 

185 (BRC) conversion that is associated with the thermally-direct circulation with warm air 

186 rising and cold air sinking. The 4th and 5th terms are the Reynolds stress or barotropic 

187 (BRT) conversion which are associated with the horizontal wind shear. The BRT 

188 process represents the rate of conversion from zonal to eddy kinetic energy associated 

189 with transports of momentum. In mid-latitude transient disturbances the BRT 

190 conversion is often related to system dissipation, though it may contribute to intensify 

191 the disturbance in some tropical disturbance such as tropopause vortices near the North-

192 eastern Brazil region (Mishra et al. 2001). The 6th and 7th terms are the vertical 

193 advection of energy through the lower boundary (i.e., surface pressure) and the upper 

194 boundary (i.e., 100 hPa). The 8th and 9th terms represent the energy inflow through the 

195 bottom and top boundaries due to the ageostrophic fluxes. The 10th term is the energy 
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196 flux due to movement of the volume integration, whereas the 11th and 12th terms 

197 represent the energy variation due to the change in mass inside the volume integration. 

198 The 10th-12th terms are not computed in this study due to the complexity in estimating 

199 the energy fluxes associated with the movement of volume integrals. The 13th term is 

200 the budget residual ( ) representing the mechanisms not explained in Equation 1 𝑅𝐸𝑆

201 such as friction, errors in the calculation of diabatic terms in reanalysis, sub-grid flows 

202 and errors introduced by numerical methods, such as interpolation and finite 

203 differences. Another contributor to the residual may be associated with the analysis 

204 increment in the reanalysis data which results from data assimilation procedures, which 

205 may affect the energetics.

206 The tendency of EKE can be calculated using two different methods: the first one uses a 

207 centered-time difference between the previous and subsequent time steps to compute the 

208 left-hand side (LHS, observed tendency) of Equation 1, resulting in 12-h differences in 

209 EKE. This is performed by considering the EKE in the volume that moves following the 

210 system. The second way is to compute the tendency by summing all the terms on the 

211 right-hand side (RHS, computed tendency) of Equation 1, except the 10th-12th terms 

212 which will be part of the . The  is estimated by the difference between the two 𝑅𝐸𝑆 𝑅𝐸𝑆

213 methods described above, i.e., the LHS minus the RHS.

214 The energetics are examined using a compositing methodology that has been previously 

215 applied to tropical and extratropical cyclones (Bengtsson et al. 2007; Catto et al. 2010) 

216 and more recently to subtropical COLs (Pinheiro et al. 2020b). For the budget 

217 calculations this is done by referencing the components of the EKE budget to a radial 

218 grid with a prescribed radius centered on the COL center. Composites are also produced 

219 for specific times relative to the time of maximum intensity of the COLs with respect to 

220 . For the spatial composites, it is more convenient to use a rectangular grid, not 𝜉300
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221 rotated according to the system propagation direction as in Catto et al (2010), which 

222 allows the examination of the COL horizontal tilt throughout the life cycle. 

223 Energetic composites are vertically integrated from 1000 hPa (or surface) to 100 hPa, 

224 where the surface depends on the topography obtained from the reanalysis. This is 

225 particularly important over the mountain areas such as the Andes Cordillera, so that the 

226 energy is only computed above the surface. For more specific analyses, the energetics 

227 are also computed for each pressure level separately in exactly the same way as done by 

228 Chang (2000) applying his Equation 1, which is similar to our Equation 1 but without 

229 the 10th, 11th and 12th terms. This allows us to examine how each term of the EKE 

230 equation behaves in a vertical cross-section. 

231 The area of the cylinder used for the calculations is considered to be fixed at a suitable 

232 prescribed radius, which will is chosen according to the practical purpose of the 

233 research and after considering how the residual in the EKE budget is affected by the 

234 chosen radial distance. Perhaps the main difference in approach between this study and 

235 previous ones is that we use a fully objective method to identify and track the system of 

236 interest, so that the energetics are computed directly over the COL center, avoiding 

237 subjective decisions on the system location, and minimizing contributions from 

238 advection of EKE through the boundaries. Moreover, the use of the algorithm facilitates 

239 using a larger number of systems for the compositing in comparison to manual 

240 procedures used to create composites, e.g., in Danielson et al. (2004) and Gan and Dal 

241 Piva (2016). For a regional analysis, the main genesis areas are identified and the tracks 

242 that have their genesis over a spherical region (radius=10o) centered on the maxima 

243 genesis are selected. This is done considering all identified COLs rather than using the 

244 strongest ones to ensure the analyses represent the typical EKE budget in each region.

245 3 Results

Page 11 of 66 Quarterly Journal of the Royal Meteorological Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

12

246 3.1 Frequency distribution

247 Given that the energetics may vary widely over all the SH COLs, we will first present 

248 an overview of the frequency distributions of the main energetic terms for all the SH 

249 COLs (total number is 11,542 tracks) identified in both  and , i.e are identical 𝜉300 𝑍′300

250 systems in both fields, across the period 1979-2014. After a brief look at all the 

251 computed terms of Equation 1, we analyze the dominant terms through the distribution 

252 of the along-track mean values for the BRC, BRT and AFC terms (Fig. 2), which are 

253 integrated from the surface to 100 hPa and averaged over a 15o spherical cap region 

254 centered on each COL center. A visual inspection of the energetics revealed that the 

255 radial distance of 15o is appropriate to capture the main energy centers that control the 

256 COL development. The frequency distributions indicate that most storms have positive 

257 values of the BRC and AFC terms, while the BRT term is dominated by negative 

258 values, though variations in the distributions of these terms are observed. It is therefore 

259 apparent that SH COLs mainly intensify through the BRC and AFC mechanisms, 

260 although the contribution of these terms varies through time, as will be shown in the 

261 next section.

262 3.2 The residual problem

263 Before examining each term of the EKE budget, we provide a discussion of the residual 

264 which represents a factor of uncertainty in our work, existing mainly because of energy 

265 forcings that are not included in Equation 1 such as the friction and errors in estimating 

266 the diabatic processes by reanalysis (including the radiative, latent and sensible heat 

267 fluxes), but also because of energy fluxes related to the volume integration displacement 

268 and the variation of the mass in the volume, which are represented by the 10-12th terms. 

269 Inconsistencies can also be a result of the numerical error in the finite difference 

270 equations and the analysis increment in the reanalysis data. The residual is first assessed 
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271 to determine its magnitude for the strongest SH COLs using different radial distances 

272 from the vortex center, such as 5o, 10o, 15o, 20o and 25o in geodesic distances (Fig. 3a). 

273 This is done to provide an overview of the possible implications of the choice of 

274 boundaries for the residual. 

275 Fig. 3a shows that the estimation of the residual in the COLs depends on the size of the 

276 measurement volume in which the values are calculated. In general, the larger the 

277 horizontal area the smaller the amplitude of the residual throughout the COL lifecycle. 

278 The largest amplitude of the residual is observed using 5o and 10o, but it decreases with 

279 increasing area. The fact that the residual amplitude reduces with increasing volume 

280 may be related to the transfer of energy across the boundaries (Muench 1965; 

281 Michaelides 1987) where part of this transfer is represented by the energy flux (AFC 

282 and KFC terms). Thus, the energy transport through the borders is probably more 

283 important for relatively small regions (e.g., 5o or 10o geodesic radius) than in the outer 

284 regions where the energy fluxes are relatively weak. However, if we set a large value 

285 for the area, mechanisms that operate outside the system (i.e., other systems may be 

286 included) may affect the EKE budget when using a large domain to perform the volume 

287 integration.

288 It can be seen from Fig. 3a that the residual is negative (rhs larger than lhs) throughout 

289 the life cycle with radii equal or greater than 20 degrees and negative for most of the life 

290 cycle with radii smaller than 20 degrees. The largest residuals are found in the decay 

291 stage of the lifecycle. One reason for this “energetic imbalance” may be the unknown 

292 contribution of the frictional dissipation, which represents an important energy sink for 

293 the disturbance, though these effects are suggested to be not significant near the 

294 tropopause (Cavallo and Hakim 2010). In a brief period of the COL development (from 

295 ‘day -2’ to ‘zero’) the residual remains positive for the small radii (e.g., 5o, 10o, 15o), 
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296 which means there are other mechanisms that act as energy sources but that are not 

297 directly computed or they are not correctly reproduced by the reanalysis, such as the 

298 radiative cooling near the vortex, which was found to be important to intensify 

299 tropopause polar vortices (Cavallo and Hakim 2010). This will be discussed later with 

300 regard to the spatial pattern of the residual. Despite the large variation in amplitude, the 

301 average residual computed over the whole life cycle is not sensitive to the radius, as 

302 shown in the legend of Fig. 3a. 

303 The EKE tendency is calculated using two different methods (LHS and RHS of 

304 Equation 1), as described in the methodology. These are shown in Fig. 3b, where a 

305 significant correspondence for the EKE tendency between the RHS and LHS terms is 

306 found during the growth phase of the COLs (defined as the time before the maximum 

307 intensity of each COL), but marked differences occur in the decay phase (defined as the 

308 time after the maximum intensity of each COL) that results in the large residual. The 

309 difference between the LHS and RHS is negative when the COLs are decaying, and this 

310 is probably related to effects associated with the friction and errors in diabatic heating 

311 near the COL center. This energetic inconsistency is clearly evident in the curve of EKE 

312 tendency obtained with the RHS when positive values appear during the decay phase, 

313 indicating that there may exist dissipative mechanisms that are not included in the 

314 formulation. The temporal evolution of the total EKE in the COLs (Fig. 3b) indicates 

315 that the peak EKE coincides in time with the maximum intensity of the  COLs, 𝜉300

316 which is consistent with our expectation.

317 The residual is now investigated by examining its time evolution in terms of the spatial 

318 distribution for the period of two days (48 hours) before and after the peak intensity. 

319 The distribution of the residual term is presented with the corresponding standard 

320 deviation (Fig. 4) to examine the spread (dispersion) within the sample. This shows that 
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321 the negative residual maximizes immediately downstream of the COLs, particularly in 

322 the mature and decay stages, and this suggests the presence of dissipation mechanisms 

323 that are not considered in our approach or they are not well represented in the 

324 reanalysis. The large negative residual seems to be related to issues in the estimation of 

325 latent heating release by the reanalysis, which we can also infer to be a fundamental 

326 diabatic forcing in COLs. Particularly east of the COL, latent heat release may 

327 contribute to the generation of eddy available potential energy (EAPE) and later 

328 converted to EKE by baroclinic conversion where warm ascent air is diagnosed (cf. Fig. 

329 7b and Fig. 8b, which the ascent and precipitation is presumably collocated with warm 

330 air; see also a discussion of the precipitation in Pinheiro et al. (2020b)). This assumption 

331 is intuitive considering that the precipitation in COLs (see Fig. 5 of Pinheiro et al. 

332 2020b) spatially and temporally coincides with the spatial pattern of the negative 

333 residual energy. While diabatic heating does not directly contribute to the EKE budget 

334 due to the fact that the EKE budget does not involve any diabatic heating terms, errors 

335 in the reanalyses due to miss-representation of diabatic heating can easily introduce 

336 uncertainties in the energetic framework, because diabatic heating can generate EAPE 

337 and then be converted to EKE by means of baroclinic conversion (Orlanski and Katzfey 

338 1991). This is discussed further below.

339 Positive residual is found mainly upstream of the vortex center during the growth stage, 

340 which seems to be placed in the region where the EAPE is converted to EKE in COLs 

341 (Ndarana et al. 2021). We hypothesize that the likely source of positive residual may be 

342 related to issues in estimating the radiative cooling rates in the reanalysis, which 

343 becomes less important as the cold core warms up. The results described above support 

344 the idea that the latent heating acts to weaken the upper-level cold-core vortex 

345 (Garreaud and Fuenzalida 2007; Sakamoto and Takahashi 2005; Cavallo and Hakim 
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346 2010), while radiative cooling is important for the system intensification (Cavallo and 

347 Hakim 2010). 

348 The fact that the EKE budget does not contain any diabatic heating terms implies that 

349 there should be no direct influence of diabatic processes on the EKE budget. But this 

350 would only be true on the assumption that the data used to compute the EKE budget is 

351 all self-consistent such as would come from a free running model. However, this is not 

352 the case with a reanalysis where a model first guess is adjusted towards the 

353 observations, which vary in space and time, so that the analysis increment is strongly 

354 dependent on the inhomogeneous observations, some of which are related to diabatic 

355 processes (e.g., humidity). It has been shown in other studies (Guo and Chang, 2008; 

356 Privé and Errico 2013; 

357 https://confluence.ecmwf.int/display/FUG/4.2+Analysis+Increments) that the increment 

358 can be large around regions of strong convection where the model depends on 

359 parameterized diabatic processes and in addition the European Centre for Medium-

360 Range Weather Forecasts (ECMWF) model is a hydrostatic model which means that 

361 miss-representation of these processes can result in large differences between the model 

362 first guess and observations resulting in a large analysis increment. Differences can also 

363 occur due to how certain observations (e.g., satellite data) are obtained and how they are 

364 assimilated. This is likely to vary from time step to time step in the analysis as the 

365 observations vary introducing noise into the reanalysis data which could be large if the 

366 increments are large. This will affect all the data used in the budget calculation, 

367 including the finite difference on the LHS, resulting in a contribution to the budget 

368 residual. In addition, the analysis increments will likely vary through the COL lifecycle 

369 as the influence of diabatic processes become important which is why we hypothesize 

370 that the residual is large in the region of strong precipitation. These findings reinforce 
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371 the importance of diabatic processes for the development of COLs. The relative 

372 contribution of diabatic cooling and heating could be quantified using a numerical 

373 model, but this is beyond the scope of this study and is a matter for further 

374 investigation.

375 3.3 Energetics for strong Cut-off Lows

376 The relative contributions of the main mechanisms for the development of the strongest 

377 SH COLs are analyzed in this section in terms of the EKE budget. Given the set of 

378 COLs is the same as used in Pinheiro et al. (2020b), their findings will be considered as 

379 the basis to serve as information for the discussion presented in this paper. It can be 

380 seen from Fig. 5 that the AFC is by far the most important contributor to the EKE 

381 growth. The transport of energy due to ageostrophic fluxes occurs with the group 

382 velocity of Rossby waves and represents the radiative part of the total energy flux that 

383 exists due to the dispersive nature of the atmospheric waves (Pedlosky 1987; Chang 

384 2000). The AFC acts to import EKE from upstream systems in the early stages of the 

385 COL lifecycle, while strong dispersive EKE fluxes occur in the decay phase, serving as 

386 the primary mechanism responsible for the increase/decrease of energy for the COL. 

387 The AFC decreases in the system region as the COL approaches its maximum intensity. 

388 At this time, the BRC conversion becomes the most important mechanism to maintain 

389 the COL, converting eddy available potential energy (EAPE) to EKE (Oort and Peixoto 

390 1983). The EAPE is also generated by diabatic heating, particularly during the mature 

391 and decay stages of a COL, which is the time of the peak precipitation. The major 

392 source of diabatic heating is generally found in the warm sector of midlatitude cyclones 

393 (Carlson 1991). This is similar to what happens in the most intense COLs, where most 

394 precipitation occurs on the east side, and this may contribute to enhance the horizontal 

395 temperature gradient. However, when the convection occurs near the COL center, the 

Page 17 of 66 Quarterly Journal of the Royal Meteorological Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

18

396 diabatic heating tends to warm the cold core leading to vortex dissipation (Kousky and 

397 Gan 1981). The composite of the BRC term shows two peaks separated in time by 

398 approximately four days. This behavior is likely to be caused by diabatic forcing and 

399 will be discussed later in the paper.

400 The other part of the total energy flux is the advective flux (KFC) that has a large 

401 magnitude, but only contributes to displace the EKE center (Chang 2000). This is 

402 attributed to the movement of energy centers rather than the intensification of the 

403 system, where its movement is given by the phase velocity (Chang and Orlanski 1993). 

404 Positive values of KFC are seen during the growth stage and imply that the energy is 

405 being advected into the COL, while negative values means that the energy is advected 

406 out of the system during the decay stage. The BRT term remains negative during the 

407 whole development phase, representing the main energy sink. Note that the BRT 

408 conversion acts in opposition to the EKE growth, but this is not enough to prevent the 

409 intensification of the COLs. In the decay, the BRT is nearly zero, thereby the AFC and 

410 other dissipative mechanisms such as friction and diabatic heating are most important in 

411 dissipating the COLs. The regional analysis undertaken later in this paper will 

412 demonstrate that the damping mechanisms will be greater the greater the intensity of the 

413 ageostrophic flow.

414 The results partly confirm earlier findings (Gan and Dal Piva 2013; 2016) concerning 

415 the dominance of the ageostrophic flux convergence (divergence) to the growth (decay) 

416 of the COLs. However, our results reveal that the BRC conversion plays a greater 

417 contribution to the development of COLs, particularly to their maintenance. The sum of 

418 the energy gain over the entire life cycle of the COLs corresponds to 58.3 x 1015 Joule 

419 for the AFC and 51.8 x 1015 Joule for the BRC term. Despite the smaller amplitude of 

420 the BRC term compared to the AFC term (see Fig. 5), the former is the only term of the 
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421 EKE budget that remains positive during the whole life cycle, characterizing the main 

422 EKE source for the COLs and the main mechanism for their maintenance.

423 Recent studies have demonstrated the role of the jet stream on the development of 

424 COLs in particular locations in the SH (Gan and Dal Piva 2013; 2016; Ndarana et al. 

425 2020; 2021). We now compare the results from the previous papers against our findings 

426 for the strongest systems and discuss how the jet stream affects the COL development 

427 in terms of the EKE perspective. These features are shown in Fig. 6 as the temporal 

428 evolution of spatial composites. The initial stage of the COL lifecycle  (𝑇 = ―48ℎ)

429 begins with a pre-existing upper-level trough associated with a fairly broad EKE center 

430 on the west side and a weaker EKE center on the east side of the trough. In the 

431 following discussion we will also use the terms “rear” and “front” interchangeably in 

432 referring to “west” and “east”, respectively. The wind speed field exhibits a split jet 

433 structure caused by the convergence of vorticity advection (Ndarana et al. 2020). The 

434 split jet formation deepens the trough-ridge system, promoting an influx of EKE from 

435 the midlatitude jet into the rear side of the COL. The rear energy center grows 

436 vigorously over the next day ( ) by receiving EKE from the upstream 𝑇 = ―24ℎ

437 midlatitude center by means of ageostrophic fluxes. As the rear EKE center matures, it 

438 loses energy downstream to intensify the front EKE center. The rear EKE center starts 

439 decaying just before the maximum intensity in the , when there is no longer a 𝜉300

440 supply of energy from the upstream midlatitude system and also as a consequence of its 

441 own export of energy downstream. At the mature stage , the east EKE center (𝑇 = 0)

442 reaches its maximum intensity and then starts to decay. The decaying stage  (𝑇 ≥ 24ℎ)

443 is marked by an overturning flux as the EKE centers on the east and west sides merge 

444 with each other to form a single center in the southern sector of the COL, resembling 

445 the case in Gan and Dal Piva (2013) their Fig. 4. Similarly to Ndarana et al. (2020; 

Page 19 of 66 Quarterly Journal of the Royal Meteorological Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

20

446 2021), the midlatitude jet propagates in the south-eastward direction during the early 

447 stage and then exhibits a more zonal orientation in the late stage. The propagation of the 

448 jet streak favors anticyclonic wave breaking, indicated by a deformation of isentropic 

449 PV contours (blue contour), leading to the advection of the stratospheric PV anomaly 

450 into the subtropical troposphere.

451 The composite evolution of the strongest SH COLs is now examined separately for the 

452 three main terms of the EKE budget (AFC, BRC and BRT) using vertically averaged 

453 fields (Fig. 7) and vertical cross-sections in the W-E direction (Fig. 8). The horizontal 

454 and vertical cross-sections are conveniently discussed together. The vertical cross-

455 sections were examined along a line west-east at latitude zero (i.e., where the vorticity 

456 center is located in each COL) as well as considering averages over latitudinal bands of 

457 different widths. We found that the gradient of the EKE is significantly enhanced near 

458 the COL center, thus the vertical cross-sections provided here are taken through a line 

459 west-east at latitude zero. Fig. 7 shows that the evolution of the strong COLs is 

460 preceded by an upstream baroclinic wave, following the idealized model described by 

461 Orlanski and Sheldon (1995). The source region along the midlatitude jet supplies 

462 energy via baroclinic conversion (Fig.7 middle), which is transferred to the rear side of 

463 the COL. The energy dispersion occurs via ageostrophic fluxes oriented in a 

464 northeastward direction (Fig. 7 top) and evolves in a wave train propagation that 

465 alternates with divergence and convergence regions (negative and positive AFC), 

466 similar to Rossby wave pattern propagation (Müller et al. 2015). This process is a clear 

467 signature during the growth stage (  and ) and is observed over the 𝑇 = ―48ℎ 𝑇 = ―24ℎ

468 upstream ridge associated with the PV overturning region (Knippertz and Martin 2007; 

469 Ndarana and Waugh 2010; Ndarana et al. 2021; Barnes et al. 2021). During the whole 

470 life cycle, the fluxes act to transport energy from the rear to the front of the COL, 
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471 contributing to the decay of the rear EKE center and growth of the front EKE center, as 

472 discussed above. Such transfer of energy reaches a maximum strength between 

473  and . The vertical cross-sections show that the energy transfer occurs 𝑇 = ―24ℎ 𝑇 = 0

474 preferably at high levels where the ageostrophic winds have a major contribution. 

475 However, when the COLs are considered individually rather than as a composite, some 

476 cases can exhibit the largest values of AFC at mid-levels simultaneously with 

477 intensification of baroclinicity (not shown). This configuration has also been observed 

478 in midlatitude disturbances, such as in the mature stage of the Storms Friedhelm and 

479 Klaus in the North Atlantic Ocean (Rivière et al. 2015) where the ageostrophic fluxes 

480 are found to be larger at ~500 hPa.

481 The integrated and vertical distributions of the BRC term provide a comprehensive 

482 picture of the baroclinic process and its contribution to the development of COLs. This 

483 is given in Figs. 7 and 8 (middle). The BRC conversion from EAPE to EKE occurs 

484 whenever the thermally direct circulation is active. As discussed before, the upstream 

485 energy source associated with the midlatitude jet is the primary mechanism for 

486 intensifying COLs. The energy transfer via ageostrophic fluxes maximizes between T

487  and  together with local baroclinic processes that take place just = ―48ℎ 𝑇 = ―24ℎ

488 behind the COL because of the sinking cold air (see also supplementary material Fig. 

489 S1), characterized by the early BRC peak shown in Fig. 5. The western EKE source 

490 starts to decrease during the period of peak intensity, but then another energy source 

491 evolves further east, because of the ascending warm air at mid and upper tropospheric 

492 and lower stratospheric levels (responsible for the late BRC peak). The upward motion 

493 is likely reinforced due to latent heat release in the warm air, which generates EAPE and 

494 consequently intensifies the baroclinic conversion. This is a particular feature of the 

495 strongest COLs and hence longer lifetimes are observed compared to less intense 
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496 systems. The results of this paper are consistent with Gan and Dal Piva (2013) and 

497 Ndarana et al. (2021), though our composites show a greater contribution from 

498 baroclinic processes, particularly because of the enhanced ascent in the most intense 

499 COLs, a feature that has not been previously reported. The energetics of the strong 

500 COLs exhibit a similar pattern to those shown by Danielson et al. (2004) for 

501 extratropical cyclones, corroborating the existence of a vertical coupling between upper-

502 level COLs and low-level cyclones, as discussed in Pinheiro et al. (2020b).

503 Regions of positive (negative) BRC seem to be spatially correlated with regions of 

504 negative (positive) AFC. The assumption of interdependence between the AFC and 

505 BRC terms has been checked by examining the spatial correlation between these terms. 

506 We find an average correlation coefficient of -0.6 between the AFC and BRC terms, 

507 suggesting that the energy produced (dissipated) via the BRC conversion is dispersed 

508 (accumulated) through the ageostrophic fluxes. The temporal correlation between the 

509 AFC and BRC terms (computed over a spherical cap of 15 degrees) is negative at all 

510 stages of the lifecycle, reaching its largest value (-0.86) near the time of maximum 

511 intensity of the COLs. The combined action of the two mechanisms discussed above 

512 constitutes to the downstream baroclinic development.

513 The spatial composite of BRT conversion (Fig. 7 bottom) indicates that most of the 

514 COL region is dominated by negative values, particularly upstream from the COL 

515 center in the growth phase. This means that the horizontal shear upstream from the COL 

516 contributes to the zonal flow that extracts kinetic energy from the COL. In contrast, a 

517 minor contribution associated with barotropic conversion (positive values) occurs on the 

518 eastern EKE center in the late stages, though this is much less important than both the 

519 AFC and BRC processes. It is important to say that, despite the poor efficiency in 

520 generating kinetic energy, the barotropic instability was found to be the dominant 
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521 mechanism for the development of synoptic disturbances in tropical and subtropical 

522 regions (Colton 1973; Rao and Bonatti 1987; Mishra et al. 2001; 2007; Pinto and Rocha 

523 2011).

524 3.4 Regional analysis

525 In section 3.2, the evolution of the main terms of the EKE budget were investigated. 

526 Here, the energetics are analyzed in detail using sector averages as these may vary 

527 regionally. The focus is on the sectors situated in the vicinity of the continents, which 

528 have been chosen based on the main genesis areas, selected over a spherical region 

529 (radius=10o) centered on the maxima of genesis for eight regions (Fig. 9): A (32oS, 

530 10oE), B (29oS, 39oE), C (33oS, 105oE), D (34oS, 142oE), E (33oS, 161oE), F (34oS, 

531 166oE), G (34.5oS, 80oW) and H (35oS 57oW). The selection is made using all identified 

532 COLs (number of tracks for each region is indicated in the caption of Fig. 10), thus this 

533 guarantees that the analysis represents the typical EKE budget in each region. Fig. 10 

534 shows the composite temporal evolution of the main energy terms with their 

535 corresponding standard deviation obtained in each of the eight regions. As expected, the 

536 two terms of the EKE budget that most contribute to the intensification of the COLs in 

537 all regions are BRC and AFC, while decay is dominated by dispersive ageostrophic 

538 fluxes (negative contribution of the AFC term) with BRT conversion (negative 

539 contribution) playing an important role in dissipating only the COLs in regions A, G 

540 and H (for more detail see Table I). There are, however, substantial regional differences 

541 in the relative contribution of the BRC and AFC terms for the intensification phase. We 

542 see that COLs formed upstream of the main continents (regions A, C and G) are clearly 

543 dominated by ageostrophic fluxes, as indicated by the largest maxima in AFC, agreeing 

544 with the results of Gan and Dal Piva (2013; 2016) for region G. This is also the case for 

545 the COLs in region B, though the ageostrophic fluxes are much weaker than those 
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546 associated with the COLs situated over the windward side of continents. On the other 

547 hand, the COLs located in southeast Australia and western Pacific (regions D, E and F) 

548 are mostly driven by baroclinic processes. For the COLs originating in sector H, the 

549 AFC and BRC terms contribute more or less equal to their growth. Although each 

550 region is influenced differently by each mechanism, there is a large variation in the 

551 contribution of the dominant mechanisms, particularly relating to the AFC that presents 

552 the highest standard deviation among all terms of the EKE budget.

553 Previous studies have suggested that the cut-off phenomena is a result of distinct RWB 

554 scenarios (Thorncroft and Mcintyre 1993; Ndarana and Waugh 2010; Portmann et al. 

555 2020). The detailed analysis of the energy budget in different genesis regions suggests 

556 that the COLs originating in regions A, B, C and G may be influenced by stationary 

557 Rossby waves induced by surface topography that generally break anticyclonically, 

558 advecting high PV anomalies equatorward. The anticyclonic barotropic shear facilitates 

559 the transfer of EKE from the upstream midlatitude jet to the downstream EKE center 

560 associated with the COL, as demonstrated in earlier studies as well as here. While the 

561 downstream development appears to be the most important mechanism to COL growth 

562 in the aforementioned regions, the COLs that occur in southeast Australia, New Zealand 

563 and the western Pacific (regions D, E and F) are much less influenced by the 

564 ageostrophic fluxes. It is not clear what the reason for the differences are, but we 

565 hypothesize that the primary mechanisms for the evolution of a COL may be related to 

566 the circulation structure and the type of the RWB. Peters and Waugh (2003) showed 

567 that most of the RWB events in austral latitudes present an anticyclonic behavior with 

568 deformed PV contours tilting westward, while cyclonically RWB events (i.e., when PV 

569 contours tilt eastward and roll up cyclonically) are more common in the Australian 

570 region. This is likely caused by the presence of a split jet structure in the Australian 
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571 region, which becomes more apparent during the austral winter (Peters and Waugh 

572 2003; Ndarana and Waugh 2011), though there is a large interannual variability (Elsholz 

573 et al. 2001). However, observational studies are too limited to cover the wide range of 

574 scenarios, and such assumptions need further study.

575 4 Discussion and conclusions

576 The results of this study provide insights into the main development mechanisms in 

577 austral COLs by analyzing the relative contributions of the components of the EKE 

578 budget for the most intense COLs across the whole hemisphere and also within eight 

579 regions of interest. The AFC together with the BRC conversion are found to be the 

580 primary mechanisms for the COL development. Results provide evidence of an 

581 interdependent association between the downstream energy fluxes and BRC conversion 

582 as these processes act by cancelling each other. Over the regions where the BRC term is 

583 positive (negative), the AFC tends to be negative (positive) as the ageostrophic fluxes 

584 act to export (import) the kinetic energy created (destroyed) by BRC conversion 

585 downstream (from upstream). The AFC is crucial for the formation and intensification 

586 of the COLs, while the BRC conversion is important throughout their lifecycle, 

587 representing the main mechanism to maintain the system. 

588 The development of COLs agrees well with that described by Orlanski and Sheldon 

589 (1993) in which cyclone waves grow initially due to the energy dispersed by upstream 

590 systems and later because of the baroclinic conversion. The EKE life cycle of COLs is 

591 not particularly unique, rather it is variation in the development of typical midlatitude 

592 disturbances. There is, however, an important difference between the results described 

593 above and the conceptual model of Orlanski and Sheldon (1993), as the decay stage of 

594 the strong COLs is marked by an overturning and a partial interruption of the energy 

595 wave train propagation likely as a consequence of the Rossby wave breaking. This can 
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596 be seen, for example, in the ageostrophic fluxes orientated south-westward in the decay 

597 stage, thus redistributing the EKE within the system. This characteristic seems to be 

598 what differentiates the energetics of the COLs from a regular trough.

599 The initial preconditioning mechanism takes place upstream of the upper-level trough 

600 that will originate the COL, where a source region along the midlatitude jet supplies 

601 kinetic energy via baroclinic conversion, which is exported to the rear side of the 

602 incipient COL. The ageostrophic fluxes converge into the domain that give rise to net 

603 ageostrophic flux convergence and EKE growth during the development phase and net 

604 ageostrophic flux divergence and EKE decay during the decay phase. The processes 

605 described above occur simultaneously in each sector of the COL, but the magnitude of 

606 the AFC varies throughout the lifecycle, thus the EKE tendency will depend on the 

607 dominant relation between convergence and divergence of ageostrophic fluxes.

608 While the ageostrophic fluxes contribute to the EKE growth only during the growth 

609 stage, the BRC conversion is the only term that remains positive over the entire life 

610 cycle, representing the main EKE source for the COLs. Results have shown that the 

611 BRC conversion is important for both formation and maintenance of COLs, presenting 

612 two distinct peaks during their life cycle. The first one occurs in the development phase 

613 and is mainly associated with descent of cold air along the western edge of the COL 

614 cold core. The second peak occurs in the decay phase and is due to the ascent of warm 

615 air on the eastern side of the COLs, which occurs within the stratospheric warm core 

616 and extends down to a warm region further east (shown in the supplementary material, 

617 Fig. S1). The EKE production related to the BRC conversion maximizes in regions of 

618 strong temperature gradients around the vortex and is a robust feature of the strongest 

619 COLs, indicating that baroclinic processes are consistently more frequent in the main 

620 baroclinic zones. These findings complement the recent study by Pinheiro et al. 
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621 (2020b), and extend their observations on the structural features to a more dynamical 

622 view of the energetics of the strong COLs.

623 While the composite features support evidence of downstream development in COLs, 

624 the results do not seem to be robust enough to represent the wide variety of possible 

625 development scenarios. The regional analysis reveals substantial differences in the 

626 relative contributions of the main energetics terms in eight sectors in the SH. For 

627 example, the groups of COLs originating upstream of the continents are characterized 

628 by a large contribution of ageostrophic fluxes, while those systems located in the 

629 Australian region have weak ageostrophic geopotential fluxes and are mainly driven by 

630 baroclinic conversion. This shows that the upstream influence in the Australian COLs is 

631 quite weak compared to other regions, and suggests that such differences may occur in 

632 response to the type of Rossby wave breaking, as discussed before.

633 Another question that naturally arises is what makes the COLs so strong? Sensitivity 

634 analysis based on the system intensity (not shown) reveals that the mechanisms leading 

635 to increasing energy in the strongest systems (e.g., AFC and BRC conversion) are large 

636 enough to compensate the large effect of the damping mechanisms such as the BRT 

637 conversion and friction. In addition, diabatic mechanisms that occur during the 

638 development of the COLs may contribute to their further intensification.

639 One of the issues in exploring the EKE budget with reanalysis data is the relatively 

640 large residual observed by the composites, particularly from the mature to decay stages 

641 of the COLs (see Figs 3 and 4). One factor that may contribute to the residual is the 

642 unknown contribution from the friction, which is difficult to assess because this is “not 

643 computed directly, but is obtained as the residual arising out of any imbalance among 

644 the other terms” (Frank 1970). It is also possible that other mechanisms that are not 

645 addressed directly in this paper may affect the EKE budget, such as the fluxes related to 
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646 the volume displacement (terms 10-12 of Equation 1) and the reanalysis errors in the 

647 diabatic processes. Several studies have suggested that the primary effect of latent heat 

648 release is to produce a cyclonic PV anomaly in the lower troposphere and an 

649 anticyclonic PV anomaly in the upper troposphere (Davis and Emanuel 1991; Stoelinga 

650 1996). This relationship is in agreement with earlier investigations (Sakamoto and 

651 Takahashi 2005; Garreaud and Fuenzalida 2007; Portmann et al. 2018) which have 

652 consistently shown that the latent heat release weakens upper-level COLs. The effect of 

653 the mid-tropospheric heating source in COLs is to modify the thermal structure and to 

654 result in upper-level divergent flow, then leading to an anticyclonic PV anomaly in the 

655 upper troposphere and the system weakening/dissipating. However, if the latent heat 

656 source is located in the warm sector of the COLs (for example, on their eastern border), 

657 it creates EAPE and we would expect an increase in the upward motion, and 

658 consequently an intensification of the COL through the BRC conversion. Similarly, the 

659 cloud-top radiative cooling in cold descent regions is expected to increase the EKE 

660 (Cavallo and Hakim 2010), resulting in a positive baroclinic conversion rate. As 

661 moisture-related processes can modify the vertical structure of potential vorticity, 

662 thereby influencing the development of disturbances, errors in diabatic heating in 

663 reanalysis could indirectly introduce errors in the EKE budget. 

664 The accuracy of an estimate of the heating profiles depends on the consistency in which 

665 the large-scale circulation and thermodynamic fields are represented in the reanalyses. 

666 Particularly, the heating estimates based on the large-scale circulation depends on the 

667 estimates of divergence and vertical velocity, which are more susceptible to errors 

668 associated with low-resolution data. In the case of diabatic heating based on 

669 microphysical processes from reanalysis products, the estimates are more influenced by 

670 parameterization of moist processes in the assimilation schemes, which are more 
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671 important in the tropics (Katsumata et al. 2011; Hagos et al. 2012; Ling and Zhang 

672 2013). The issues described above could be dealt with more easily by using numerical 

673 models, though there are uncertainties in the estimates of diabatic heating profiles by the 

674 models. The vertical distribution of diabatic heating is not fairly represented primarily 

675 by the models based on convective parameterization, however, using high-resolution 

676 numerical models in which cloud microphysics are treated explicitly may be able to 

677 simulate moist diabatic processes more realistically. Alternatively, there are methods 

678 that can be employed to estimate the diabatic contribution, for example, by using the 

679 thermodynamic equation (Caron et al. 2006) or a PV framework (Stoelinga 1996). 

680 Therefore, further work is clearly needed to determine how diabatic forcing modifies 

681 the dynamics of COLs and their energetics.

682 It is worth mentioning that the residual may also be due to computational errors 

683 associated with the numerical methods such as the analysis frequency and other 

684 unknown mechanisms. In this regard, a part of the uncertainties in the energetic 

685 calculations can be overcome by using higher temporal resolution data, such as the 

686 ERA5 reanalysis (Hersbach and Dee 2016), to compute a shorter time difference for the 

687 LHS of Equation 1. Another problem in most reanalysis systems is the analysis 

688 increment added to the background state’s fields, thus the analysis increment caused by 

689 the changes to the first guess field can result in inconsistencies in the energetic analysis. 

690 Simmons et al. (2014) have shown, for example, a temperature analysis increment of up 

691 to 0.4 K in the ERA-Interim reanalysis.

692 Although compositing is a useful technique to investigate the typical aspects of COLs 

693 (Pinheiro et al. 2020b), a better understand of the case-to-case variability in terms of the 

694 ageostrophic fluxes and conversions is needed to yield new insights into the different 

695 nature of COLs. To deal with the wide variety of development scenarios, an 

Page 29 of 66 Quarterly Journal of the Royal Meteorological Society

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

30

696 investigation of individual cases with respect to their evolution could be considered in 

697 future work, perhaps by undertaking a cluster analysis to identify the cases through 

698 similarities, or even using the vorticity budget which was found to be less case 

699 dependent due to its non-linearity (Azad and Sorteberg 2014).

700 This study has addressed some potential questions associated with the COL 

701 development, but a key question still remains unresolved: why some COLs lead to 

702 surface cyclogenesis and others remain confined at upper levels. The study of Rivière et 

703 al. (2015) found that vertical ageostrophic fluxes are important for the redistribution of 

704 energy downwards, and the further intensification of extratropical winter storms in the 

705 Northern Hemisphere. These vertical fluxes have been checked in this study and their 

706 contribution was found to be very small compared to the other terms considered in the 

707 discussion above. Further research could investigate the possible mechanisms 

708 underlying the deepening of COLs through the vertical modal decomposition in terms 

709 of kinetic energy and available potential energy, similarly to Silva Dias et al. (1985). 

710 Furthermore, it would therefore be of interest to investigate the possible interaction 

711 between COLs and wavetrains of troughs and ridges (wave packets) as the development 

712 of upstream systems in geographically remote regions may impact on the local 

713 energetics of a COL, as discussed in previous studies (Orlanski and Sheldon 1995; 

714 Chang 2000; Wirth et al. 2018).

715 The issues discussed here are points that need future research in order to obtain a more 

716 realistic view of which mechanisms and environmental factors influence the 

717 development of COLs. Despite the issues pointed out above, this study leads to 

718 substantial improvements in the knowledge of COLs, contributing to new perspectives 

719 on the more relevant influence of the downstream baroclinic development on COLs. 

720 This demonstrates that the analysis of various components of the EKE budget combined 
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721 with compositing are useful tools for investigating the evolution of synoptic-scale 

722 systems from reanalysis or model datasets.
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992

993 Figure 1 Trajectories of the 200 most intense Cut-off Lows in the Southern Hemisphere 

994 identified in both  and . Red lines indicate the trajectories obtained at each 6-𝜉300 𝑍′300

995 hourly time step.
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999 Figure 2 Frequency distribution of the SH COLs for the along-track mean components 

1000 of the EKE budget: BRC (blue line), BRT (red line), AFC (green line). Fields are 

1001 vertically averaged within a 15o spherical cap region centered on the COL location. Unit 

1002 is Joule s-1, scaled by 1010.

1003

1004

1005

1006

1007

1008 Figure 3 Temporal evolution of the strongest COLs for a) residual and b) total EKE and 

1009 EKE tendencies. Composites of the 200 most intense SH COLs that match between the 

1010  and , relative to the time of maximum intensity in . Residual values are 𝜉300 𝑍′300 𝜉300

1011 determined using different spherical cap regions (r=5o, 10o, 15o, 20o and 25o) centered 

1012 on the COL location. The inset indicates the average of residue within the 

1013 corresponding area. The total EKE and their tendencies are determined within a 15o 

1014 spherical cap region centered on the COL center. Tendencies are computed using RHS 
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1015 (solid line) and LHS (dashed line). Unit is Joule s-1 for residuals and tendencies (scaled 

1016 by 1010) and Joule for the total EKE (scaled by 1015). All these quantities are vertically 

1017 averaged from surface to 100 hPa.

1018

1019

1020 Figure 4 Temporal evolution of the residue (shaded) and its standard deviation (purple 

1021 line) for the strongest COLs. Composites of the 200 most intense SH COLs that match 

1022 between the  and , relative to the time of maximum intensity in . Residue is 𝜉300 𝑍′300 𝜉300

1023 computed by the difference between LHS and RHS of Equation 1. Unit is 1010 Joule s-1. 

1024  height in denotes in black lines for 100 gpm contours.𝑍300
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1030

1031 Figure 5 Temporal evolution of the main EKE terms in the strongest COLs. The terms 

1032 are BRC (blue line), BRT (red line), AFC (green line), KFC (black line) and RES 

1033 (dotted line). Fields are vertically averaged within a 15o spherical cap region centered 

1034 on the COL location. Unit is Joule s-1, scaled by 1010.
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1040

1041 Figure 6 Temporal evolutions of the 200 strongest Cut-off Lows in the SH that match 

1042 between the  and , relative to the time and space of maximum intensity in . 𝜉300 𝑍′300 𝜉300

1043 Fields are the total vertically integrated EKE (red line) for 500  1010 Joule contours, ×

1044 wind speed in m.s-1 (shaded),  height for 100 gpm contours (orange line), -2.0 PVU 𝑍300

1045 on the 330 K surface, and integrated ageostrophic fluxes (vectors). The distance from 

1046 the center of the composite to the edge is 25o.
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1050

1051 Figure 7 Same as Fig. 5 but for the total EKE together with main EKE terms: AFC 

1052 (upper), BRC (middle) and BRT (bottom). Fields are the total vertically integrated EKE 

1053 (shaded) for 1000-1500 x 1010 Joule intervals, the  height (orange line) for 100 gpm 𝑍300

1054 intervals, combined with vertically average fields of AFC for 20 x 1010 Joule s-1 

1055 intervals, BRC and BRT for 5 x 1010 Joule s-1 intervals, where positive (negative) values 

1056 are indicated in red (blue). 
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1063

1064 Figure 8 Same as Fig. 7 but for the vertical cross sections of the total EKE combined 

1065 with (a) AFC, (b) BRC, and (c) BRT. Intervals are 300 x 1010 Joule for the total EKE 

1066 (shaded), 1.5 x 1010 Joule s-1 for the AFC term (contour), and 0.3 x 1010 Joule s-1 for the 

1067 BRC and BRT terms (contour). Positive (negative) values are indicated in red (blue).
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1075
1076 Figure 9 Track density (shaded) and genesis density (contour) of all identified Cut-off 

1077 Lows. Maximum genesis is denoted by regions A(32oS 10oE), B(29oS 39oE), C(33oS 

1078 105oE), D(34oS 142oE), E(33oS 161oE), F(34oS 166oE), G(34.5oS 80oW) and H(35oS 

1079 57oW). Unit is number per season per unit area, the unit area is equivalent to a 5o 

1080 spherical cap ( 106 km2).≅

1081

1082

1083

1084
1085 Figure 10 Same as Fig. 5 but for the eight regions defined in Fig. 9. The terms BRC 

1086 (blue), BRT (red) and AFC (green) are given in solid line with their corresponding 

1087 standard deviation in dashed line. The number of tracks for each region are: 741 (A), 

1088 950 (B), 746 (C), 1042 (D), 1048 (E), 1047 (F), 804 (G) and 611 (G).
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1092 Table I Accumulated contribution of the main terms of EKE budget for eight regions 

1093 defined in Fig. 9. The terms are baroclinic (BRC) and barotropic (BRT) conversions and 

1094 ageostrophic flux convergence (AFC). The growth phase (from day -5 to day 0) and 

1095 decay phase (from day 0 to day +5) are determined with regard to the time of maximum 

1096 intensity. Unit is Joule s-1, scaled by 1010.

 Growth stage Decay stage
 BRC BRT AFC BRC BRT AFC
A 18.2 -31.2 38.5 13.1 -6.0 -0.9
B 12.4 -17.6 17.1 9.1 -1.2 -1.8
C 16.9 -20.7 30.0 17.1 -0.9 -8.1
D 15.5 -7.4 11.9 19.3 2.1 -10.9
E 13.8 -5.1 12.2 18.8 0.1 -9.9
F 16.0 -4.1 9.8 19.7 0.8 -10.6
G 15.5 -12.7 32.0 22.9 -4.8 -2.9
H 23.1 -15.8 24.4 19.3 -5.8 -7.4
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Contributions of downstream baroclinic development to 

strong Southern Hemisphere Cut-off Lows

Henri Rossi Pinheiro*, Manoel Alonso Gan, Kevin Ivan Hodges, Sergio Henrique 

Soares Ferreira, and Kelen Martins Andrade

This study provides a new perspective of the main development mechanisms in Cut-of 

Lows (COLs) by analyzing the relative contributions of the components of eddy kinetic 

energy budget for the 200 strongest austral COLs. Composite COLs show that the 

ageostrophic flux convergence (AFC) together with the baroclinic conversion are the 

most important contributor to the energy growth, characterizing the downstream 

baroclinic development. The typical development of the COLs involves an 

interdependent association between the AFC and the baroclinic terms as these processes 

act by cancelling each other.
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Trajectories of the 200 most intense Cut-off Lows in the Southern Hemisphere identified in both ξ300 and 
Z'300. Red lines indicate the trajectories obtained at each 6-hourly time step. 
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Frequency distribution of the SH COLs for the along-track mean components of the EKE budget: BRC (blue 
line), BRT (red line), AFC (green line). Fields are vertically averaged within a 15o spherical cap region 

centred on the COL location. Unit is Joule s-1, scaled by 1010. 
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Temporal evolution of the strongest COLs for (a) residual and (b) total EKE and EKE tendencies. Composites 
of the 200 most intense SH COLs that match between the ξ300 and Z300', relative to the time of maximum 
intensity in ξ300. Residual values are determined using different spherical cap regions (r=5o, 10o, 15o, 20o 
and 25o) centred on the COL location. The inset indicates the average of residue within the corresponding 
area. The total EKE and their tendencies are determined within a 15o spherical cap region centred on the 
COL centre. Tendencies are computed using RHS (solid line) and LHS (dashed line). Unit is Joule s-1 for 

residuals and tendencies (scaled by 1010) and Joule for the total EKE (scaled by 1015). All these quantities 
are vertically averaged from surface to 100 hPa. 
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Temporal evolution of the residue (shaded) and its standard deviation (purple line) for the strongest COLs. 
Composites of the 200 most intense SH COLs that match between the ξ300 and Z300', relative to the time of 
maximum intensity in ξ300. Residue is computed by the difference between LHS and RHS of Equation 1. Unit 

is 1010 Joule s-1. Z300 height is denoted in black lines for 100 gpm contour. 
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Temporal evolution of the main EKE terms in the strongest COLs. The terms are BRC (blue line), BRT (red 
line), AFC (green line), KFC (black line) and RES (dotted line). Fields are vertically averaged within a 15o 

spherical cap region centred on the COL location. Unit is Joule s-1, scaled by 1010. 
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Temporal evolutions of the 200 strongest Cut-off Lows in the SH that match between the ξ300 and Z300', 
relative to the time and space of maximum intensity in ξ300. Fields are the total vertically integrated EKE 
(red line) for 500 × 1010 Joule contours, wind speed in m s-1 (shaded), Z300 height for 100 gpm contours 
(orange line), -2.0 PVU on the 330 K surface, and integrated ageostrophic fluxes (vectors). The distance 

from the centre of the composite to the edge is 25o. 
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Same as Fig. 5 but for the total EKE together with main EKE terms: AFC (upper), BRC (middle) and BRT 
(bottom). Fields are the total vertically integrated EKE (shaded) for 1000-1500 x 1010 Joule intervals, the 

Z300 height (orange line) for 100 gpm intervals, combined with vertically average fields of AFC for 20 x 1010 
 Joule s-1  intervals, BRC and BRT for 5 x 1010  Joule s-1  intervals, where positive (negative) values are 

indicated in red (blue). 
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Same as Fig. 7 but for the vertical cross sections of the total EKE combined with (a) AFC, (b) BRC, and (c) 
BRT. Intervals are 300 x 1010 Joule for the total EKE (shaded), 1.5 x 1010 Joule s-1 for the AFC term 

(contour), and 0.3 x 1010 Joule s-1 for the BRC and BRT terms (contour). Positive (negative) values are 
indicated in red (blue). 
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Track density (shaded) and genesis density (contour) of all identified Cut-off Lows. Maximum genesis is 
denoted by regions A(32oS 10oE), B(29oS 39oE), C(33oS 105oE), D(34oS 142oE), E(33oS 161oE), F(34oS 

166oE), G(34.5oS 80oW) and H(35oS 57oW). Unit is number per season per unit area, the unit area is 
equivalent to a 5o spherical cap (≅106 km2). 
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Same as Fig. 5 but for the eight regions defined in Fig. 9. The terms BRC (blue), BRT (red) and AFC (green) 
are given in solid line with their corresponding standard deviation in dashed line. The number of tracks for 

each region are: 741 (A), 950 (B), 746 (C), 1042 (D), 1048 (E), 1047 (F), 804 (G) and 611 (G). 
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  Growth stage Decay stage 

  BRC BRT AFC BRC BRT AFC 

A 18.2 -31.2 38.5 13.1 -6.0 -0.9 

B 12.4 -17.6 17.1 9.1 -1.2 -1.8 

C 16.9 -20.7 30.0 17.1 -0.9 -8.1 

D 15.5 -7.4 11.9 19.3 2.1 -10.9 

E 13.8 -5.1 12.2 18.8 0.1 -9.9 

F 16.0 -4.1 9.8 19.7 0.8 -10.6 

G 15.5 -12.7 32.0 22.9 -4.8 -2.9 

H 23.1 -15.8 24.4 19.3 -5.8 -7.4 
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Lifecycle composite of the 200 most intense Cut-off Lows for the west-east vertical cross section. Fields are: 
(top) vertical velocity (shaded) in Pa s-1; (middle) thermal frontal parameter (shaded) in 10-10 K (100 km)-

2; and (bottom) temperature anomaly in K. All fields are combined BRC term in 0.3 x 1015 Joule day-1 
contour intervals. Composites are centred on time and space relative to the ξ300 minimum 
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