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In this paper we study phase transitions for weakly interacting multiagent systems. By investigating the linear response
of a system composed of a finite number of agents, we are able to probe the emergence in the thermodynamic limit of a
singular behaviour of the susceptibility. We find clear evidence of the loss of analyticity due to a pole crossing the real
axis of frequencies. Such behaviour has a degree of universality, as it does not depend on either the applied forcing nor
on the considered observable. We present results relevant for both equilibrium and nonequilibrium phase transitions by
studying the Desai-Zwanzig and Bonilla-Casado-Morillo models.

PACS numbers: 05.40.-a, 05.45.-a, 05.45.Xt, 05.70.Fh, 64.60.-i

Multiagent models feature in a very vast range of
applications in natural sciences, social sciences, and
engineering. We study here the Desai-Zwanzig and
Bonilla-Casado-Morillo models, which are paradigmatic
for equilibrium and nonequilibrium conditions, respec-
tively. Phase transitions result from the coordination be-
tween the individual agents, and are associated with the
divergence of the linear response of the system. The oc-
currence of phase transitions is universal: it does not de-
pend on the acting forcing, and can be detected by looking
at virtually any observable of the system. We showcase
here how response theory is capable of providing a useful
angle for understanding the universal properties of phase
transitions in complex systems.

I. INTRODUCTION

Agent based models are regularly employed to model var-
ious phenomena in the natural sciences, social sciences and
engineering1,2. Multiagent systems are used to model diverse
phenomena such as cooperation3, synchronisation 4, systemic
risk5 and consensus formation 6,7. They are fundamental in
developing algorithms for sampling and optimization8 and
they have also been used for the management of natural haz-
ard9 and climate change impact10.

Multiagent systems can often exhibit abrupt changes in
their behaviour, often corresponding to critical transitions that
occur when a parameter, e.g. interaction strength or temper-
ature, passes a certain threshold. Such transitions are often
associated to cataclysmic events such climate change, market
crashes etc11,12. The importance of developing tools for pre-
dicting critical transitions has long been recognized. One of
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the main tools used in order to develop early warning signals
for critical transitions is that of linear response theory.

Following the seminal contribution by Kubo13, linear re-
sponse theory represents a very powerful framework for
studying the properties of statistical mechanical systems by
investigating how they respond to external perturbations14–16.
Linear response theory has been successfully applied to clas-
sic problems of solid-state physics and optics17 as well as
plasma physics and stellar dynamics18 (Ch.5); see some ex-
amples of application of the theory in both equilibrium and
nonequilibrium systems19–24. Rigorous mathematical foun-
dations for linear response theory have been provided for the
case of Axiom A systems25,26 (see e.g.27 for further develop-
ments in the context of deterministic systems) and for diffu-
sion processes, both in finite and in infinite dimensions28,29;
see also the interesting contributions30 that bridges the deter-
ministic and the stochastic viewpoints.

Critical transitions arise when the spectral gap of the trans-
fer operator of the unperturbed system shrinks to zero31–34 as
the Ruelle-Pollicott poles 35,36, touch the real axis. Near crit-
icality, the negative feedbacks of the system become increas-
ingly ineffective, resulting in arbitrarily large, usually non-
Gaussian, fluctuations and a divergence of correlation proper-
ties of the system3,37,38.

In the thermodynamic limit, multiagent system can also un-
dergo a qualitative change of their properties through a dif-
ferent mathematical mechanism, namely phase transitions3,37,
defined as exchange of stability of nonunique stationary dis-
tributions as the parameters of the systems vary; see a detailed
analysis in39.

In a previous paper40 we derived linear response formulas
for a system of weakly interacting diffusions described by an
N−particle Fokker-Planck equation and have explicitly iden-
tified two qualitatively different scenarios for the breakdown
of the linear response, associated with the previously men-
tioned critical transitions and phase transitions. We focus here
on the latter case. Phase transitions are a genuine thermo-
dynamic phenomenon, where the divergence of the response
stems from the coordination taking place, in suitable condi-
tions, because of the coupling between the infinite number of
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agents composing the total system. The coupling among the
subsystems results in a memory effect that leads to obtaining
the macroscopic response function of the system as a renor-
malised version of its microscopic counterpart40, with formal
similarities with the well-known Clausius-Mossotti relation
17,41,42. The role of memory in determining criticality due to
endogenous processes has been emphasised in12,43. The link
between phase transitions and slow decay of correlations for
interacting particle systems is well established, see. e.g.44.

A. This Paper

In this paper we focus in much greater detail on the relation-
ship between the occurrence of phase transitions and the non-
analyticity of the susceptibility of the system describing the
frequency-dependent response of an observable to a given per-
turbation in the upper complex frequency plane. The singu-
larity manifests itself as a pole that crosses the real axis of the
frequency variable. We use a formalism that mirrors spectro-
scopic techniques that are used for investigating the frequency
dependence of the optical properties of materials17. By study-
ing how the real and imaginary part of the susceptibility of the
systems depend on the number of agents, we are able to pre-
dict the position of the pole and the associated residue, which
describe the emergence of the singularity in the thermody-
namic limit. We verify that the position of the pole depends on
the considered model, but, instead, that for a given model the
loss of analyticity depends neither on the choice of the observ-
able, nor on the applied perturbation, and is, in this sense, an
universal feature of the system.Our numerical investigations
are performed on the Desai-Zwanzig (DZ)45 and the Bonilla-
Casado-Morillo (BCM)46 models. The DZ model exhibits a
paradigmatic example of an equilibrium order-disorder phase
transition, analogous to the Ising ferromagnetic transition3,37,
while the BCM model describes an out-of-equilibrium syn-
chronisation transition of an infinite collection of coupled
nonlinear oscillators. As the transition point is crossed, the or-
der parameter (magnetization) acquires a non vanishing con-
stant value for the DZ model and is periodically oscillating for
the BCM model.

II. THE GENERAL FRAMEWORK

We investigate a system composed of N exchangeable in-
teracting M dimensional sub-systems whose dynamics is de-
termined by the following Itô stochastic differential equations
(SDEs)

dxk = Fα(xk)dt− θ

N

N

∑
l=1

∇U
(

xk−xl
)

dt +σS({xk})dW,

(1)
where xk ∈ RM and k = 1, . . . ,N. Fα : RM → RM is a smooth
vector field, possibly depending on a parameter α , and W de-
notes a standard P−dimensional Brownian motion; S : RM→
RM×P is the volatility matrix and the parameter σ > 0 controls
the strength of the stochastic forcing, i.e. plays the role of the

temperature. We consider a fully coupled system given by the
quadratic (Curie-Weiss) interaction potential U (y) = |y|2

2 . In
this case, the order parameter is known and it is given by the
first moment/magnetization.

The coefficient θ modulates the intensity of the coupling,
which attempts at synchronising all systems by attracting
them to the center of mass. In the thermodynamic limit N→∞

the one-particle distribution function converges to the distri-
bution ρ(x, t) that satisfies a nonlinear and nonlocal Fokker-
Planck equation3,47–49

∂tρ(x, t) =−∇ · [ρ(x, t)(Fα(x)+θ (〈x〉(t)−x))]

+
σ2

2
∇ ·∇ · (Dρ(x, t)),

(2)

where D = SST . This mean field Partial Differential Equa-
tion might support multiple coexisting stationary measures
at low temperatures/large interaction strengths. In particu-
lar, in a conservative system described by a confining po-
tential Fα(y) = −∇Vα(y) with additive noise such that S
is the identity matrix, stationary solutions of Eqn. 2 corre-
spond to local minima of Vα(y). In this case, the thermo-
dynamic limit (2) can be written in the standard form as
limN→+∞− 1

N logZN = infF(ρ), where ZN denotes the parti-
tion function of the N−particle system and F(ρ) denotes the
free energy of mean field system50. A stationary state is char-
acterised by the order parameter 〈x〉0 and the associated sta-
tionary distribution ρ0(x).

We now perturb the stationary state by setting Fα(x) →
Fα(x)+ εX(x)T (t) and we study the response of the system
by expanding the distribution function as ρ(x, t) = ρ0(x) +
ερ1(x, t) +O(ε2). Following a tedious calculation reported
in40, the response of the order parameter in the frequency do-
main is written in terms of a macroscopic (or renormalised)
susceptibility Γ̃i(ω) as (Repeated indices are summed):

〈xi〉1(ω) = P−1
i j (ω)Γ j(ω)T (ω)≡ Γ̃i(ω)T (ω) (3)

where Pi j(ω) = δi j − θYi j(ω) and the susceptibilities
Γi(ω)and Yi j(ω) are respectively the Fourier Transform of
the microscopic response functions that can be written as cor-
relation functions in the unperturbed state as40

Gi(τ) =−Θ(τ)

〈
∇ · (ρ0(y)X(y))

ρ0(y)
exp
(
L +
〈x〉0τ

)
yi

〉
0

(4)

Yi j(τ) =−Θ(τ)
〈

∂y j logρ0(y)exp
(
L +
〈x〉0τ

)
yi

〉
0

(5)

where L +
〈x〉0

represents the adjoint of L〈x〉0 and 〈·〉0 is the ex-
pectation value on the unperturbed state ρ0(x). The Fokker-
Planck operator L〈x〉0 appears on the right hand side of (2)
(evaluated at the stationary state ρ0(x)) and its adjoint L +

〈x〉0
can be interpreted as the generator of the Koopman operator
of the stationary dynamics 40,51. As such, correlation proper-
ties of the system are related to the spectrum of L +

〈x〉0
32,52,53.

The renormalisation of the susceptibility derives from the cou-
pling among the subsystems; note that Γ̃i(ω) inherits the poles
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of both Γi(ω) and of the matrix P−1
i j (ω). Away from critical-

ity, both the microscopic and macroscopic susceptibilities are
analytic in the upper half of the ω complex plane.

As discussed in40, the critical behaviour of this class of
multiagent systems, signified by the singular behaviour of the
susceptibility, originates from two distinct physical phenom-
ena that are associated to either the poles of Γi(ω) or P−1

i j (ω).
The case where Γi(ω) diverges pertains to the occurrence of
critical transitions.
It is of interest here the case where poles appear in the real ω

axis for Γ̃i(ω) because the matrix P−1
i j (ω) becomes singular.

This corresponds to phase transitions originated by the cou-
pling and do not show a divergence of correlation properties,
because Γi(ω) is, instead, analytic in the upper complex ω

plane. Equivalently, the spectral gap of L +
〈x〉0

remains finite at
a phase transition. However, at the transition point, the usual
dispersion relations need to be modified17,40. The conditions
underpinning the breakdown of linear response theory do not
depend on the perturbation field X(x) nor on the choice of the
observable (x, in our case) and can be related to the spectral
properties of a modified transfer operator40.

III. NUMERICAL RESULTS

Below, we present results for the Desai-Zwanzig (DZ) 45

and the Bonilla-Casado-Morillo (BCM) 46 models. These are
composed by N interacting agents evolving according to Eq.
1. Each individual agent of the DZ (BCM) model evolves in R
(R2). A detailed description of the two models is presented in
the Appendix. We repeat our experiments for various choices
of N, in order to detect the emergence of singularities for the
combination of the parameters corresponding to phase transi-
tions. Here, we keep fixed the values of the internal parameter
α . Both models undergo a phase transition at the transition
line σ̃ = σ(θ ;α) in the parameter space (σ ,θ), see Appendix
for the analytical evaluation of the transition line. Since one of
the two parameters is redundant, we fix the coupling intensity
θ and we vary, instead, the noise strength σ .

Following54, we perform n simulations where the initial
conditions are chosen according to the unperturbed invariant
measure ρ0(x) and where at time τ = 0 we apply a perturba-
tion proportional to a Dirac δ function. The average of the
response for the observable x over the n simulations gives an
estimate G̃i(τ;N) of the renormalised response function . De-
tails on the numerical simulations are also reported in the Ap-
pendix. Figure 1 shows the response functions G̃i(τ;N) for an
additive perturbation X(x) = 1 for the DZ model (left panel)
and X(x) = (1,0) for the BCM model (right panel). The two
response functions are qualitatively different because, by and
large, the one for the DZ model describes a monotonic decay,
whereby the system relaxes towards the unperturbed state,
while the one for the BCM combines the decay with an oscil-
latory behaviour taking place at the natural frequency ω̃ = 1.

In the DZ model, the response functions initially undergo a
fast and substantial decay, both far from and at the phase tran-
sition, associated with a time scale of order 1. However, at
the phase transition, a new, much longer, timescale appears.

This timescale increases monotonically with N. The same
is observed in the case of the BCM model if one considers
the envelope of the response function rather than the response
function itself: at the transition the decay of the oscillations
becomes slower and slower as N increases.
The origin of the new timescales resides in the appearance
of simple pole at ω = ω0 in the susceptibility Γ̃i(ω;N), the
Fourier transform of the response function. The pole is located
at ω0 = 0 for the DZ model and at ω0 = ω̃ = 1 for the BCM
model. When considering finite values of N, the susceptibil-
ities describing the response of (virtually) any observable to
(virtually) any external perturbation have a contribution of the
form κ

ω−ω0+iγ(N) , where γ(N)→ 0+ as N → +∞ and κ rep-
resents the residue of the pole, because limN→∞

κ

ω−ω0+iγ(N) =

−iπκδ (ω−ω0)+κP(1/(ω−ω0)). The quantity κ ∈C de-
pends on the choice of observable and of the perturbation. We
remark that the asymptotic property does not depend on how
fast the function γ(N) vanishes for increasing values of N.
Following38, one might conjecture that for the Desai-Zwanzig
model and related models the function γ would scale as 1/N.
Instead, we have observed here that the behaviour of γ is dif-
ferent. This is an issue of fundamental importance that we
will explore in future work, also in the case of nonequilibrium
systems. Note also that, in the case of equibrium systems, the
mean field limit N→ ∞ and the limit T → Tc, where Tc is the
critical temperature, do not commute55.

We next investigate the phase transitions by looking at the
properties of the susceptibilities, see Fig. 2. When σ 6= σ̃ ,
the susceptibilities do not show any singularity nor any re-
markable dependence on N, thus indicating that the thermo-
dynamic limit has been reached to a good approximation. As
N increases, for both the DZ model (left panel) and the BCM
model (right panel) the resonance at ω = ω0 of the real part
of the susceptibility approaches the limiting Dirac function
πkδ (ω−ω0) with coefficient k > 0. This singular behaviour
is clear from the plot of the primitive function of the real part
of the susceptibility (bottom inset) that tends to step func-
tion. For both models κ = ik is an imaginary number. In-
deed, the imaginary part of the susceptibility behaves exactly
as the Cauchy principal value distribution and can be used to
get easily a quantitative estimate of k. The top insets of Fig-
ure 2 shows the function (ω −ω0)Im{Γ̃i(ω)}. As N → ∞,
this function converges to k everywhere except for ω = ω0.
An explicit expression for k is known40 in the case of the DZ
model56 k = 〈x2〉0

θ
∫+∞

0 dt〈x(t)x(0)〉0
. Using the statistics of the un-

perturbed runs we obtain k ≈ 0.89, which agrees within 2%
with the one obtained from the limiting behaviour of the sus-
ceptibility, thus validating our results. In the case of the BCM
model, our procedure allows one to derive a direct estimate
k ≈ 0.44; in this case no expression for the residue is avail-
able in the literature and, following40,46, its evaluation seems
cumbersome. We here observe that, by evaluating the sus-
ceptibility for finite values of N, we are able to predict the
residue of the pole at ω = ω0, which appears, instead, only
in the thermodynamic limit. The residue plays the role of a
latent heat of phase change in classical thermodynamics. Our
results, though, allow one to deal with the case of a dynam-
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FIG. 1. Renormalised response functions as a function of time τ . Panel (a): response G̃(τ;N) for the one dimensional order parameter of the
DZ model. Panel (b): response G̃x(τ;N) of the first component of the bi-dimensional order parameter for the BCM model. Black and blue
lines correspond to non critical values of the strength of the noise σ . Red lines correspond to response functions at the transition point. For
each value of σ , there are five lines corresponding to different values of N, namely N = 2k×103 with k = 1, . . . ,5. The arrows and the colour
gradient indicate the direction of increasing N.

10 4 10 3 10 2 10 1 100 101 102

0

50

100

150

200

250

300

Re
{

(
)}

0.04 0.02 0.00 0.02 0.04
0.0

0.5

1.0

Im
{

(
)}

0.050 0.025 0.000 0.025 0.050
0

1

2

cRe
{

(
′ )}

d
′

(a)

0.8 1.0 1.2 1.4 1.6
0

5

10

15

20

25

30
Re

{
x(

)} 0.95 1.00 1.05
0.0

0.2

0.4

(
1)

Im
{

x(
)}
0.9 1.0 1.1

0

1

1
cRe

{
x(

′ )}
d

′

(b)

FIG. 2. Macroscopic susceptibilities as a function of the frequency ω . Panel (a): susceptibility Γ̃(ω) for the one dimensional order parameter
of the DZ model. Panel (b): susceptibility Γ̃x(ω) for the first component of the two dimensional order parameter for the BCM model. The
parameter in the lower extreme of the integral is for both cases c = 0.05. Blue and black lines in panel 2b have been multiplied by a factor 5
for visualisation purposes. Colour code and plotting conventions as in Figure 1.

ical latent heat, that is observed for perturbations occurring
a non-vanishing frequency. As discussed earlier, the singular
behaviour of the susceptibility has some degree of universal-
ity. By this we mean that while for a given model the value
of the residue is forcing- and observable-dependent, its po-
sition is a fundamental property of the model itself; see the
Appendix for an additional examples.

IV. CONCLUSIONS

The study of how a large network of identical agents re-
spond to exogenous perturbations is of the uttermost impor-
tance in different areas of science. One might be interested

not only in the smooth response of the system, where its prop-
erties change ever so slightly, but also in the critical, nons-
mooth, regime, where small perturbations can lead to large
and possibly undesired changes. Multiagent systems modeled
as weakly interacting Itô diffusions represent a rich class of
models exhibiting such critical behaviour, and for which rig-
orous analysis and careful numerical investigations can be car-
ried out. Usually these phenomena are accompanied by a large
spatial (among sub-systems) and temporal restructuring of the
system where correlations get highly magnified. The critical
behaviour due to the emergence of a phase transition is a gen-
uine thermodynamic phenomenon arising from the complex
interactions among the infinite number of agents. Neverthe-
less, we have shown in this paper that linear response theory
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provides a powerful framework for detecting and anticipating
phase transitions by investigating the response of a finite par-
ticle system to external perturbations.We have been able to
predict the appearance of poles in the susceptibility, which
describes the frequency-dependent response of the system,
as well as to obtain a correct estimate of critical thermody-
namic properties, such as the residue of the poles, based on the
knowledge of the response for the finite particle system in two
paradigmatic models describing equilibrium and nonequilib-
rium phase transitions. This is an encouraging starting point
for improving our ability to understand and predict transitions
in more complex multiagent systems.

DATA AVAILABILITY
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Appendix A: The models

Weakly interacting diffusions represent a rich class of agent
based models, describing a network of interacting subsys-
tems. The local dynamics of each subsystem is determined
by a smooth vector field Fα(x). The local force is in gen-
eral non conservative, leading to irreversible and dissipative
processes that can exhibit complex behaviours, such as deter-
ministic chaos, see Figure 3. An all-to-all coupling between
the subsystems is given by a matrix Li j = ∇U (xi−x j) where
U (x) = U (−x) represents the interaction potential and xi is
the state vector of the i-th subsystem. Weakly interacting dif-
fusions are characterised by a coupling strength which is in-
versely proportional to the number of subsystems N. As N
increases, the interaction structure gets more and more in-
tricate, while the intensity becomes weaker and weaker, see
Figure 3. As mentioned in the main text, the DZ model has

N → + ∞

FIG. 3. Weakly interacting diffusions. The local dynamics of each
subsystem, given by Fα (x), is in general dissipative and can support
a wide range of complex behaviours, including deterministic chaos,
as depicted in this figure.

been introduced, and thereafter commonly used, as a paradig-
matic example of an equilibrium continuous phase transi-
tion reminiscent of the Ising-like ferromagnetic transitions in
spin systems3,37. The DZ model describes a network of one-
dimensional subsystems xk whose dynamics is prescribed by
the following equations (see main text for notation)

dxk =−V ′α(x
k)dt− θ

N

N

∑
l=1

(
xk− xl

)
dt +σdW k (A1)

where k = 1, . . . ,N and the confining potential Vα(x) =

−α

2 x2 + x4

4 has a double well shape for α > 0. Without loss
of generality, we here consider α = 1. In the absence of cou-
pling, θ = 0, the above equations describe the simple motion
of a particle in a double well potential, subject to additive
noise. The presence of the coupling allows for a long range
coordination of the system that in the thermodynamic limit
N → +∞ results in a proper phase transition. In this regime,
by varying the parameters (α,θ), the order parameter 〈x〉 un-
dergoes a continuous order-disorder transition, similar to the
pitchfork bifurcation diagram for the Ising model. It is possi-

ble to show3 that the critical line is given by
D−3/2( θ−1

σ )
D−1/2( θ−1

σ )
= σ

θ

where Dν(z) is a parabolic cylinder function. Here the cou-
pling θ is kept fixed (θ = 0.55) and we vary σ to approach
the transition point.

The BCM model describes an ensemble of bi-dimensional
nonlinear oscillators undergoing an out of equilibrium self-
synchronisation transition. The time evolution of the network
of oscillators is given by the following equations

dxk = Fα(xk)dt− θ

N

N

∑
l=1

(
xk−xl

)
dt +σdWk, (A2)

where the local force is not conservative, giving rise to the
non equilibrium features of the system, and reads Fα(x) =(
α−|x|2

)
x+ x+where x+ = (−x2,x1). The latter term cor-

responds to a rotation and makes the stationary state a non
equilibrium one. The parameter α > 0 controls the amplitude
of the oscillations of the individual non linear oscillators. In
fact, when θ = σ = 0, each subsystem oscillates as x j(t) =√

α (cos(t +β j),sin(t +β j)) where β j = tan(x j
2(0)/x j

1(0)).
The coupling tries to synchronise the subsystems by attract-

https://figshare.com/projects/Spectroscopy_of_phase_transitions/101846
https://figshare.com/projects/Spectroscopy_of_phase_transitions/101846
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FIG. 4. Panel (a): Response function G̃(τ;N) and Panel (b): susceptibility Γ̃(ω;N) for a spatially dependent perturbation X(x) = x2 for the
one dimensional order parameter for the DZ model. Colour code and plotting conventions as in Figure 1. The lower extreme of the integral of
the bottom panel is c = 0.05.

ing them towards the center of mass 1
N ∑

N
j=1 x j. In the ther-

modynamic limit and for sufficiently low values of the noise,
the order parameter 〈x〉= 〈x〉(t) exhibits a periodic time evo-
lution, resulting from the subsystem oscillating in a coherent
way. On the other hand, high values of the noise correspond
to a non synchronised state where the order parameter van-
ishes. In particular, the transition happen at the surface of the
(α,θ ,σ) parametric space defined by46

A =
δ 2

2

1− 1
δ

exp
(
−A2

δ 2

)[∫
∞

− A
δ

e−r2
dr

]−1
 (A3)

where A = α

θ
− 1 and δ =

√
2σ2

θ
. In the following we have

θ = α = 2. The colour code for the figures is given by:

• non critical black : DZ σ ≈ 1 , BCM σ ≈ 2.

• non critical blue : DZ σ ≈ 0.87 , BCM σ ≈ 1.8

• critical red : DZ σ̃ ≈ 0.75 , BCM σ̃ ≈ 1.59.

1. Numerical linear response experiments

As mentioned in the main text, we perform n simulations
of the response given by Eqs. A1 and A2 where the initial
conditions are chosen according to the respective unperturbed
invariant measure ρ0(x) and where at time τ = 0 we apply a
perturbation proportional to a Dirac’s δ (τ = 0). The average
of the response for the observable x over the n simulations
gives an estimate of G̃i(τ;N). The response functions away
from the transitions are estimated on an ensemble of n = 105

simulations, while the critical response functions with n= 106

for DZ and n = 7×106 for BCM. Furthermore we investigate
the response up to time τ = 5× 103. The corresponding sus-
ceptibility Γ̃i(ω;N) is simply defined as the Fourier Transform

of G̃i(τ;N). In the main text, we show the results for an ad-
ditive perturbation X(x)≡X. However, the critical behaviour
of the response does not depend on the type of perturbation,
modulo a potential degenerate class of perturbations that have
zero projection on the invariant measure ρ0(x). We have thus
decided to investigate the response of the DZ model for a spa-
tially dependent perturbation X(x) = x2, see Figure 4. The
response function G̃i(τ;N), both away and at the phase transi-
tion, has a rapid initial decay with a timescale that is different
from the response function shown in the main text. As a mat-
ter of fact, the timescale associated to the dominant mode of
the response function for τ → 0 does in general depend on
the applied perturbation40. As expected, the response func-
tion at the phase transition develops a much longer timescale
that increases as the number of particle increases. A more ac-
curate comparison with the result shown in the main text can
only be performed in the frequency domain. Figure 4 (right
panel) shows that, away from the transition, the susceptibili-
ties have a smooth behaviour and no evident dependence on
N. At the phase transition, the susceptibility develops the ex-
pected singular behaviour κ

ω−ω0+iγ(N) , where γ(N)→ 0+ as
N → +∞ due to the appearance of a simple pole ω0 = 0.
The residue κ is purely imaginary and its magnitude k can
be inferred by visual inspection of the top inset representing
the function(ω −ω0)Im{Γ̃(ω)} to be just less than 0.29. As
mentioned in the main text, the residue depends both on the
observable and on the perturbation X(x).
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